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1 Introduction
Scalability is one of the most important factors in determining the
success of quantum computing. It is commonly believed that a us-
able quantum computing system requires millions of computing
qubits to perform practical computational tasks (e.g., factoring [12]).
Distributed computing, a paradigm that has been proven to be
highly successful on classical computing systems over the past two
decades, has become one of the most promising solutions for scaling
up quantum computing systems and has attracted increasing atten-
tion [6, 16]. By forming a Distributed Quantum Computing (DQC)
system with multiple quantum processing units(QPU) of slightly
weaker computational power, it is possible to greatly expand the
scale of the whole system.

However, similar to classical distributed computing, data trans-
mission, i.e., the communication between nodes, is a critical bottle-
neck in DQC as well [1, 14]. It is common in distributed systems
that a piece of data needs to be shared among di�erent nodes and
may be modi�ed by any node at any time [16, 17]. Hence, the
protocols and transmission methods for data transfer need to be
carefully designed during the computation process to ensure the
correctness of the data while minimizing the overhead of system
communication [7].

In classical distributed computing, systems can set up replicas
of the data in di�erent computing nodes to reduce the data trans-
mission process. The replica has demonstrated its powerful ability
in failure recovery, load balancing, and enhancing locality to accel-
erate the computation [6, 8, 11, 16]. In quantum computing, due to
the no-cloning theorem, we can not copy quantum data. Instead,
entangled quantum states can be used across di�erent nodes as a
communication resource for a particular qubit’s data transmission.
By consuming entanglement pairs, besides teleportation, the gener-
alized GHZ state establishment via cat-entangler [15] between two
or more qubits can be achieved to share the state information of
one qubit on one QPU with other QPUs for performing non-local
multi-qubit gates.

Multiple works have been proposed to use quantum entangle-
ments to share data between multiple QPUs in DQC [5, 13–15].
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However, they have several drawbacks that limit their scalability.
First, most approaches focus on minimizing communication over-
head by mapping quantum programs to QPUs at the compilation
stage, preventing runtime adaptations and limiting �exibility. While
some consider system state during mapping, static compiling-time
optimization is ill-suited for the dynamic nature of quantum com-
puting systems, leading to suboptimal performance. As quantum
programs grow in size and complexity, allocating resources based
on the system’s pre-run state without runtime adaption becomes
impractical. Furthermore, scheduling programs statically requires
all programs in a batch to run together, even though they may have
di�erent runtime and resource needs, reducing scalability.

Second, due to concerns about the consistency of state sharing
of qubits across QPUs, most of the existing work employs a passive
ad hoc scheduling of communication resources: state sharing by
creating multi-qubits GHZ state is performed only when needed
and is deactivated as soon as it is completed to ensure program
correctness. However, due to the non-locality of entanglement,
we do not need to always cancel all GHZ state replicas of a qubit
when encountering an arbitrary gate performing on this qubit. An
example is, for a GHZ state, U |00...0i+V |11...1i, when we perform a
Z gate on the �rst qubit, the phase of this GHZ state will “globally"
change toU |00...0i�V |11...1i, the state information is still consistent
between the original qubit and its all replica qubits. Actually, this
applies to all phase gates. Besides, research about using the GHZ
state to share state information among di�erent compute nodes
in DQC is under-explored and is limited to the most basic 2-qubit
scenarios [14].

Third, current work also lacks a discussion of multi-tenancy sce-
narios for distributed quantum computing systems. Existing works
on multi-tenant scenarios are mostly limited to allocating physi-
cal qubits on a single QPU to di�erent programs, named quantum
multi-programming [4, 9, 10].

In this work, we propose QuReplica, a proactive data-sharing
framework combining dynamic runtime scheduling and static com-
pilation using the generalized GHZ state in multi-tenant DQC sce-
narios. In the static compilation stage, we annotate the program
using �ags to reveal potential opportunities for setting replicas of
some qubits by creating a GHZ state of a qubit via cat-entangler [15]
to reduce communication overhead among QPUs while ensuring
computation correctness. Then, based on these annotations, the
runtime scheduler dynamically creates and recycles replicas of

https://doi.org/10.1145/nnnnnnn.nnnnnnn
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Figure 1: Overview of QuReplica work�ow

qubits according to the system’s real-time state during program
executions. Instead of trying to complete all optimizations at the
compilation stage, we �rst brought dynamic runtime resource man-
agement and scheduling into the multi-tenant DQC system, which
could be a good starting point for exploring the future quantum
operating system (QuOS).

2 QuReplica and its runtime scheduling
The goal of QuReplica is to allow dynamic runtime scheduling for
state sharing of some qubits to reduce the overall communication
overhead in multi-tenant DQC. QuReplica consists of three major
components as shown in Fig. 1: 1) Circuit annotation with replica
�ags after normal compilation optimization and mapping steps
to reveal potential opportunities of setting replicas of a qubit to
reduce communication overhead by adding some annotation �ags;
2) A replica deployment module that creates replica qubits when
possible; And 3) A replica recycling module that cancels some or all
replica qubits to release computing qubits for new joining programs
to get better initial mapping or guarantee computing correctness.

In the rest of this section, we will use a simpli�ed version of
Quantum Fourier Transform(QFT) based algorithm as a running
example to give a high-level overview of QuReplica. Quantum
Fourier Transform (QFT) is the basic functional block of many
important quantum algorithms [2, 3]. Fig. 2 shows a simpli�ed
QFT-base algorithm circuit. It is evident that @< is the control
qubit for many two-qubit gates involving several other qubits (e.g.,
@0,@1,@2,@3) and may be a�ected by some phase gates. In a DQC
setup, these qubits will be distributed across di�erent QPUs. Fig. 3
shows a possible condition that runs the circuit in Fig. 2 on a DQC
system with three QPUs (�,⌫,⇠) in line topology. @0,@1,@2,@3 and
@< are deployed on QPU �,⌫,⇠ separately and @20,@21,@22 are
communication qubits belongs to each QPU node.

At the compilation stage, after obtaining the initial qubit map-
ping, we identify all remote gates and need to determine which
qubits should have replicas on other QPUs. When annotating the
DQC program, two main questions arise: 1) For which qubits to
set up replicas, on which QPUs, and when; and 2) When to recy-
cle the replica qubits to maintain program correctness and system
performance, in what quantities. Replicas are needed for all re-
mote gates, except those handled by teleportation, with the key
challenge being when to set them up. The worst case is an ad-hoc
setup, which eliminates dynamic runtime scheduling and relies on
static compilation results, introducing fully remote gate latency.
Setting up in advance can hide this overhead during previous gate
execution. During annotation, we divide the circuit of each qubit
into segments using certain gates (e.g., � ,'G ,'~ ) that will break
the GHZ state as segmentation points. Each segment has a earliest

setup time and a latest recycling time for setting replica qubits,
marked by a “barrier” �ag at the end.

For the@< shown in Fig. 3, since it can only be subjected to phase
gates during a period of time, which has no e�ect on the GHZ state,
when adding the annotation, we set the earliest replica set up time
of this segmentation of @< to be “after the �rst H-gate”, and the
latest recycling time to be “before the second H-gate” " and insert
a “barrier” �ag before the second H gate and add corresponding
cat-disentangler circuit to cancel the replicas.

At runtime, the replica deployment module maintains one pri-
ority queue on each QPU. Based on the priority of each replica
fragment (determined by the gain and urgency of the replica) and
the availability of computing qubits on QPUs, it utilizes the avail-
able computing qubits to set the replica qubits required by a remote
gate when the communication qubits are idle. This asynchronous
establishment method can fully utilize the communication qubits
and reduce the competition between di�erent remote gates for
communication resources, compared with using the remote gate to
establish the replica instantly only when it is needed.

In Fig. 3, since the qubits that are to use the @< state information
are distributed in QPU A and B, we need to use communication
qubits to build the replica of @< on A and B via cat-entangler. We
�rst use @21,@22 to share the state information of @< to QPU B. We
assume that @A<1 is idle at this time, and then we build the replica
qubit of @< on QPU B by applying a swap gate. Subsequently, for
QPU A, since the qubit @G of the previously running program occu-
pies the computing qubit of QPU A during the initial mapping, for
@0 and @1, without the use of runtime scheduling, and based on the
compilation result alone, we can only fully occupy @20 to share @< ’s
state to complete the remote gate that blocking the other qubits
from using @20. However, through the replica deployment module’s
monitoring of runtime computing qubits, we can �nd that the com-
puting qubit occupied by @G is released in time to be used to build
@< ’s replica qubit @A<2 on QPU A ahead of time, asynchronously
using @20, thus avoiding resource competition blocking.

The third part of the QuReplica, the replica recycling module, is
responsible for unsetting the replica qubits to ensure the correct-
ness of the program and the overall performance of the system.
Both @< as well as @A<1,@

A
<2 pause when execution reaches a pre-

viously set barrier �ag, wait for each other until synchronization
is reached, and via cat-disentangler, all replica qubits are canceled
before the H gate is applied to @< . By setting the barrier to syn-
chronize qubits and their replica qubits, we avoid the inconsistency
between the original qubit @< and the replica qubits @A<1,@

A
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ensure the correctness of the program. Besides, if canceling some
replica qubits can improve the initial mapping for a new program
and the bene�t outweighs maintaining them, we can actively cancel
the corresponding qubits to enhance system performance.
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1 Introduction

The goal of future quantum networks is to enable new internet
applications that are impossible to achieve using solely clas-
sical communication[1, 2, 3]. Up to now, demonstrations of
quantum network applications[4, 5, 6] and functionalities[7,
8, 9, 10, 11, 12] on quantum processors have been performed
in ad-hoc software that was specific to the experimental setup,
programmed to perform one single task (the application exper-
iment) directly into low-level control devices using expertise
in experimental physics. Here, we report on the design and
implementation of the first architecture capable of execut-
ing quantum network applications on quantum processors in
platform-independent high-level software. We demonstrate
the architecture’s capability to execute applications in high-
level software, by implementing it as a quantum network op-
erating system - QNodeOS - and executing test programs in-
cluding a delegated computation from a client to a server[13]
on two quantum network nodes based on nitrogen-vacancy
(NV) centers in diamond[14, 15]. We show how our archi-
tecture allows us to maximize the use of quantum network
hardware, by multitasking different applications on a quan-
tum network for the first time. Our architecture can be used to
execute programs on any quantum processor platform corre-
sponding to our system model, which we illustrate by demon-
strating an additional driver for QNodeOS for a trapped-ion
quantum network node based on a single 40Ca+atom[16].
Our architecture lays the groundwork for computer science
research in the domain of quantum network programming,
and paves the way for the development of software that can
bring quantum network technology to society.

2 Design Considerations and Challenges

Interactive Classical-Quantum Execution: Quantum network
program instructions can be divided into classical blocks
(including message-passing over the network) and quantum

* Full paper: https://doi.org/10.48550/arXiv.2407.18306

blocks (gates, measurements, remote entanglement genera-
tion) and these blocks are highly interdependent. The ex-
ecution of quantum network applications hence requires a
continuing interaction between the quantum and classical
parts of the execution.

Different Hardware Platforms: Interfacing with different
hardware platforms presents technological challenges: cur-
rently, a clear line between software and hardware has not
been defined, and the low-level control of present-day quan-
tum processor hardware has been built to conduct physics
experiments. Early microarchitectures [17, 18] and operating
systems [19, 20] for quantum computing do not address the
execution of quantum network applications.

Timescales: A quantum network node must operate at
vastly different timescales. For nodes separated by many kilo-
meters, the duration of network operations is in the millisec-
ond (ms) regime, and some applications [2] need significant
local classical processing (ms). In contrast, execution time of
local quantum operations is in the regime of microseconds
(µs), and the low-level control (including timing synchroniza-
tion between nodes to generate entanglement [21]) requires
nanosecond (ns) precision.

Memory Lifetimes: Present-day quantum network nodes
have short coherence times, posing a technological challenge
to ensure operations are executed within the timeframe al-
lowed by the quantum memory.

Scheduling Local and Network Operations: Heralded entan-
glement generation requires agreement between neighboring
network nodes to trigger entanglement generation in precise
time-bins [22], organized into a network schedule [23] that
dictates when nodes make entanglement. It is a technologi-
cal challenge to manage the interdependencies between the
schedule of local operations and of networked operations,
since in all current quantum node implementations [24, 25],
entanglement generation cannot be performed simultaneously
with local quantum operations [24, 26].

Multitasking: When executing quantum network applica-
tions, one node is typically idle while waiting for the other
node before it can continue execution. A fundamental chal-

1
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lenge is how system utility can be increased by multitask-
ing [27, 28], that is, allowing concurrent execution of sev-
eral programs at once to make use of idle times. There is
hence need for managing state and resources for multiple in-
dependent programs, including processes, quantum memory
management, and entanglement requests.

Figure 1: QNodeOS architecture. (a) QNodeOS consists of
a Classical Network Processing Unit (CNPU) and a Quan-
tum Network Processing Unit (QNPU, classical system).
QNodeOS controls a QDevice (quantum hardware and low-
level classical control).

3 Architecture

We present our QNodeOS architecture, which is logically di-
vided into three main components (Figure 1): The CNPU
for execution of classical code blocks; the QNPU for gov-
erning execution of quantum code blocks; The CNPU and
QNPU together form QNodeOS and control the QDevice,
which executes quantum operations (gates, measurements,
entanglement generation at the physical layer [22]) on the
quantum hardware. This logical division allows for realiz-
ing different timing granularities, addressing the challenge of
different timescales.

We introduce a QDriver realizing a hardware abstraction
layer (HAL) for any hardware corresponding to our minimal
QDevice system model. The QDriver is responsible for trans-
lating quantum operations, expressed in NetQASM [29], into
platform dependent (streams of) physical instructions to the

underlying QDevice. We realize a QDriver for the trapped-ion
system of [30, 31], and one for NV centers in diamond based
on the system of [7, 24, 32].

Because of the interactive nature of programs, the architec-
ture needs to be able to dynamically handle both classical and
quantum blocks, even if not known at runtime. Therefore, our
QNPU is continuously ready to receive new quantum blocks
from the CNPU, and the QDevice can continuously receive
and respond to physical instructions from the QNPU.

QNodeOS uses a QNPU scheduler that allows interleaving
the execution of different processes directly on the QNPU
without incurring delays on the timescale of the CNPU (ms),
addressing the challenge of short coherence times. In our im-
plementation, we use a priority based non-preemptive sched-
uler [33], due to limited quantum memory lifetimes, which
make it undesirable to pre-empt and temporarily store quan-
tum states while halting the execution. A network process,
realized as a kernel process, handles entanglement requests
submitted by user processes. It uses the network stack [22,
34], including a network schedule that can be determined by
a time-division multiple access (TDMA) controller [23] to
coordinate entanglement generation with the rest of the net-
work. After interacting with the QDevice it eventually returns
entangled qubits to user processes.

To increase utility, QNodeOS allows multiple programs to
be run concurrently. Similar to classical memory management
systems [35], a quantum memory management unit (QMMU)
on the QNPU manages qubit allocations from processes, and
translates virtual qubit addresses in quantum blocks to phys-
ical addresses in the QDevice. Entanglement generation be-
tween different pairs of processes at remote nodes are distin-
guished by Entanglement Request (ER) sockets, inspired by
classical sockets.

4 Demonstrations

We validate our architecture by implementing QNodeOS on a
two-node (client and server) setup of NV centers using one
qubit per node. We show the first successful execution of an
arbitrary (not preloaded) execution of a quantum network
application in high-level software on quantum processors.
We also validate QNodeOS’s multitasking capability by the
first concurrent execution of two quantum applications on a
quantum network: a Delegated Quantum Computation (DQC)
application, and a single-node local gate tomography (LGT)
application on the client. We observe interleaved execution of
DQC quantum blocks and LGT quantum blocks on the client
node. We verify that interleaving different programs does not
decrease the quantum result (fidelity) of the applications. We
further test multitasking by scaling up the number of programs
executed concurrently, up to 5 DQC and 5 LGT programs at
the same time. The interleaved execution of blocks of different
programs increases quantum device utilization compared to
the same scenario but with multitasking disabled.
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Wubben, F. Rozpędek, M. Pompili, A. Stolk, P.
Pawełczak, R. Knegjens, J. de Oliveira Filho, R. Han-
son, and S. Wehner. “A Link Layer Protocol for Quan-
tum Networks”. In: SIGCOMM. ACM, 2019, pp. 159–
173. DOI: 10.1145/3341302.3342070.

[23] M. Skrzypczyk and S. Wehner. “An Architecture for
Meeting Quality-of-Service Requirements in Multi-
User Quantum Networks”. 2021. arXiv: 2111.13124.

[24] M. Pompili, S. L. N. Hermans, S. Baier, H. K. C. Beuk-
ers, P. C. Humphreys, R. N. Schouten, R. F. L. Ver-
meulen, M. J. Tiggelman, L. dos Santos Martins, B.
Dirkse, S. Wehner, and R. Hanson. “Realization of a
Multinode Quantum Network of Remote Solid-State
Qubits”. In: Science 372.6539 (2021), pp. 259–264.
DOI: 10.1126/science.abg1919.

[25] P. Drmota, D. Main, D. Nadlinger, B. Nichol, M. We-
ber, E. Ainley, A. Agrawal, R. Srinivas, G. Araneda, C.
Ballance, et al. “Robust quantum memory in a trapped-
ion quantum network node”. In: Physical Review Let-
ters 130.9 (2023). Publisher: APS, p. 090803. DOI:
10.1103/PhysRevLett.130.090803.

[26] V. Krutyanskiy, M. Meraner, J. Schupp, V. Krcmarsky,
H. Hainzer, and B. P. Lanyon. “Light-matter entangle-
ment over 50 km of optical fibre”. In: npj Quantum
Information 5.1 (2019). Publisher: Nature Publishing
Group UK London, p. 72. DOI: 10.1038/s41534-
019-0186-3.

[27] J. D. McCullough, K. H. Speierman, and F. W. Zurcher.
“A design for a multiple user multiprocessing sys-
tem”. In: Proceedings of the November 30–December
1, 1965, fall joint computer conference, part I. 1965,
pp. 611–617. DOI: 10.1145/1463891.1463957.

[28] J. B. Dennis. “Segmentation and the design of multipro-
grammed computer systems”. In: Journal of the ACM
(JACM) 12.4 (1965). Publisher: ACM New York, NY,
USA, pp. 589–602. DOI: 10.1145/321296.321310.

[29] A. Dahlberg, B. van der Vecht, C. Delle Donne, M.
Skrzypczyk, I. te Raa, W. Kozlowski, and S. Wehner.
“NetQASM—A Low-Level Instruction Set Architec-
ture for Hybrid Quantum–Classical Programs in a
Quantum Internet”. In: Quantum Science and Tech-
nology 7.3 (2022), p. 035023. DOI: 10.1088/2058-
9565/ac753f.

[30] M. Teller, V. Messerer, K. Schüppert, Y. Zou, D. A.
Fioretto, M. Galli, P. C. Holz, J. Reichel, and T. E.
Northup. “Integrating a fiber cavity into a wheel trap
for strong ion–cavity coupling”. In: AVS Quantum Sci-
ence 5.1 (2023). DOI: 10.1116/5.0121534.

[31] M. Teller, D. A. Fioretto, P. C. Holz, P. Schindler, V.
Messerer, K. Schüppert, Y. Zou, R. Blatt, J. Chiaverini,
J. Sage, et al. “Heating of a trapped ion induced by di-
electric materials”. In: Physical Review Letters 126.23
(2021), p. 230505. DOI: 10.1103/PhysRevLett.126.
230505.

[32] M. Pompili, C. Delle Donne, I. te Raa, B. van der Vecht,
M. Skrzypczyk, G. M. Ferreira, L. de Kluijver, A. J.
Stolk, S. L. N. Hermans, P. Pawełczak, W. Kozlowski,
R. Hanson, and S. Wehner. “Experimental Demonstra-
tion of Entanglement Delivery Using a Quantum Net-
work Stack”. In: npj Quantum Information 8.1 (2022),
p. 121. DOI: 10.1038/s41534-022-00631-2.

[33] C. L. Liu and J. W. Layland. “Scheduling Algorithms
for Multiprogramming in a Hard-Real-Time Environ-
ment”. In: J. ACM 20.1 (1973), pp. 46–61. DOI: 10.
1145/321738.32174.

[34] W. Kozlowski, A. Dahlberg, and S. Wehner. “Design-
ing a Quantum Network Protocol”. In: CoNEXT. ACM,
2020, pp. 1–16. DOI: 10.1145/3386367.3431293.

[35] J. L. Peterson and A. Silberschatz. Operating system
concepts. Addison-Wesley Longman Publishing Co.,
Inc., 1985. DOI: 10.5555/3526.

4

https://doi.org/10.1038/s41586-018-0200-5
https://doi.org/10.1038/s41586-018-0200-5
https://doi.org/10.1145/3341302.3342070
https://arxiv.org/abs/2111.13124
https://doi.org/10.1126/science.abg1919
https://doi.org/10.1103/PhysRevLett.130.090803
https://doi.org/10.1038/s41534-019-0186-3
https://doi.org/10.1038/s41534-019-0186-3
https://doi.org/10.1145/1463891.1463957
https://doi.org/10.1145/321296.321310
https://doi.org/10.1088/2058-9565/ac753f
https://doi.org/10.1088/2058-9565/ac753f
https://doi.org/10.1116/5.0121534
https://doi.org/10.1103/PhysRevLett.126.230505
https://doi.org/10.1103/PhysRevLett.126.230505
https://doi.org/10.1038/s41534-022-00631-2
https://doi.org/10.1145/321738.32174
https://doi.org/10.1145/321738.32174
https://doi.org/10.1145/3386367.3431293
https://doi.org/10.5555/3526


Generation of long-range entanglement enhanced by error
detection

Abstract submission to NSF workshop on quantum operating systems and real-time control

Haoran Liao∗1, Gavin S. Hartnett1, Ashish Kakkar1, Pranav S. Mundada1,
Michael J. Biercuk1, and Yuval Baum1

1Q-CTRL, Los Angeles, CA USA and Sydney, NSW Australia

1 Extended abstract

Over the recent years, QEC research across the quantum computing community led to a great

number of impressive demonstrations [Acharya et al., 2023, Gupta et al., 2024, Bluvstein et al.,

2024,Acharya et al., 2024]. This includes validation of most of the underlying primitives of the

QEC protocol, such as developing e�cient encodings, the ability to repeatedly identify errors and

to perform active corrections, and even the ability to deliver net improvements to logical qubit

lifetime or the quality of logical operations. However, implementing QEC remains costly, and

limited to small scales due to rather limited number of physical qubits available currently. While

QEC is expected to deliver some net benefits, such benefits are not likely to be competitive in

the near term over alternate techniques that do not require significant overhead. In light of these,

primitives (sub-routines) of QEC may be borrowed and applied in low-overhead, physical levels to

improve system performance in the near term. In this work, we focus on near-term implementations

of two core primitives of QEC—error detection and gate teleportation.

In the first part of the paper, we demonstrate the utility of error detection by performing

sparse parity checks of local stabilizers on the generation of Greenberger-Horne-Zeilinger (GHZ)

states. The core idea behind this method [Mooney et al., 2021] is to utilize a small number of

ancilla qubits (flags) to indicate the presence of an error. Such error detection methods leverage

local symmetries among the physical qubits. While in the context of QEC, such symmetries

arise naturally as part of the physical-to-logical encoding, such symmetries can also arise on the

physical level, for example, as a symmetry of the state we wish to generate or the Hamiltonian

we wish to simulate. The flags, checking the parity of data qubits, are chosen to minimize the

number of required entangling gates. While the method was used by Mooney et al. [Mooney et al.,

2021] to generate GHZ states exhibiting genuine multi-partite entanglement (GME) as large as 25
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qubits, we show that the combination of an e↵ective error suppression pipeline [Mundada et al.,

2023,Hartnett et al., 2024] with such a limited error detection scheme allows to observe GME for

GHZ states of up to 70 qubits, verified in terms of multiple-quantum coherence (MQC) fidelity.

These results demonstrate the e↵ectiveness of hardware-e�cient error detection schemes, where

the benefit gains due to the detection of bitflips and amplitude-damping errors, greatly exceed

the quality degradation due to added overhead, enabling the largest GHZ state generation on any

quantum processors reported to date.

In the second part of the paper, we tackle the challenge of generating entanglement at a distance,

in particular, the generation of long-range CNOT gates. Long-range entangling operations are

highly desirable for QEC protocols on low-connectivity device topologies, particularly for non-

local QEC codes, such as quantum low-density parity-check (qLDPC) codes [Bravyi et al., 2024,

Berthusen et al., 2024]. Moreover, the availability of non-local operations may shorten the path

towards large-scale implementation of algorithms such as quantum Fourier transform and fermionic

simulations [Holmes et al., 2020]. Engineering long-range entangling operations with high fidelity

remains a significant and open problem, especially in the push towards QEC.

We introduce a novel protocol for generating a long-range CNOT gate, partially based on local

operations and classical communications (LOCC) (mid-circuit measurement feedforward). The

protocol we designed follows three principle guidelines: (1) It provides a trade-o↵ between mea-

surements and two-qubit gates, which better suits near-term hardware; (2) it enables e�cient error

detection, which allows for erroneous shots (samples) to be discarded; (3) it is more amenable to

readout error mitigation in post-processing if allowed. We demonstrate our protocol to implement

a long-range CNOT gate between two qubits separated by tens of physical qubits in the quantum

device. We achieve & 90% average gate fidelity of the long-range CNOT across up to 20 qubits

in shot-by-shot experiments, and up to 30 qubits in post-processing with additional readout error

mitigation. Our protocol for long-range CNOT gate significantly outperforms a recently proposed

dynamic-circuit (mid-circuit measurement feedforward) protocol [Bäumer et al., 2024], which in

turn significantly outperforms the baseline SWAP protocol. In addition, we provide an alternative,

first-principle derivation of the dynamic-circuit protocol for long-range CNOT, which unifies it into

a more general framework for teleporting control-U gates. This general framework also include

our novel protocol for long-range CNOT mentioned above.
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Abstract—The Quantum Approximate Optimization Algorithm

(QAOA) has gained attention as a potential solution for com-

binatorial optimization problems on near-term noisy quantum

computers. In the context of networked microgrids (NMs), QAOA

is used to optimize maximum power exchange by framing it as

a Max-Cut problem. While promising, the effects of quantum

noise on QAOA’s performance on real Noisy Intermediate-Scale

Quantum (NISQ) devices remain largely unexplored. This study

thoroughly analyzes the impact of different types of quantum

noise on QAOA’s effectiveness in NMs, comparing results with

idealized simulations. The findings open new avenues for re-

search, emphasizing the need to improve the reliability, scala-

bility, and error mitigation of quantum algorithms in practical

settings.

I. INTRODUCTION

In recent years, microgrids have become a recognized solu-
tion for improving energy sustainability [7]. A key challenge in
networked microgrids (NMs), particularly reconfigurable ones,
is optimizing maximum power exchange, which quantifies the
dependence of each microgrid on its neighboring systems. This
problem can be modeled as a Max-Cut problem [4], with the
goal of maximizing power exchange efficiency by identifying
the optimal cut value.

Two main approaches exist for solving the Max-Cut prob-
lem: relaxation and heuristic methods. Relaxation methods
simplify the problem constraints, with algorithms like the
Geomans-Williamson (GW) [5] achieving an expected cutting
ratio of 0.878 by mapping discrete variables into vectors. The
rank-two relaxation algorithm [2], by contrast, projects the
discrete variables onto the unit circle in R2, demonstrating
superior approximation quality relative to the GW algorithm.
Extensions of these techniques, including the rank-k relaxation
method, among others, are documented as striving for im-
proved approximations without surpassing the GW algorithm’s
efficacy. Heuristic methods, such as the simple iterative (SI)
algorithm [8], divisive strategies for dense graphs, and La-
grangian relaxation [1], offer effective alternatives but often
require high computational resources.

The Quantum Approximate Optimization Algorithm
(QAOA) [6] has been shown to be adaptable for optimizing
power exchange in NMs by approximating a Max-Cut
solution. Research indicates that QAOA’s performance can be
significantly improved by optimizing the algorithm’s angle

parameters and normalizing edge weights [3], [9], and its
efficacy increases with more layers (p-values). However, the
selection of classical optimizers remains a challenge.

This study explores how noise in Noisy Intermediate-Scale
Quantum (NISQ) devices affects QAOA’s ability to solve the
Max-Cut problem in NMs. By analyzing noise sources such
as relaxation, dephasing, and gate errors, the research reveals
that while increasing p-values generally enhances QAOA’s
performance, noise constrains these gains. The findings high-
light the need for further investigation into QAOA’s scalability,
reliability, and error mitigation strategies when implemented
on real quantum devices.

II. QAOA NOISE MODEL

We used a noise model for quantum computations to simu-
late QAOA under quantum noise, accounting for gate errors,
relaxation, and dephasing through depolarizing, amplitude
damping, and phase damping channels. The input density
matrix undergoes ideal gate operations before noise effects
are applied, with the operator-sum method used to capture the
impact of noise.

In real quantum computers, noise, especially in the ZZ-
interaction (involving CNOT and RZ gates), affects QAOA
by altering qubit amplitudes and introducing phase errors.
These inaccuracies disrupt the solution space. Decoherence
also causes errors when the Hamiltonian’s operation exceeds
qubit coherence times. We simulated a network microgrid
power exchange problem (p=1) with both noiseless and noisy
qubits to assess these effects.

III. RESULT OF RNMS WITH QAOA

To evaluate the robustness and effectiveness of the Quantum
Approximate Optimization Algorithm (QAOA) in networked
microgrids (NMs), this study began by replicating previous ex-
perimental results from [6]. Initially, QAOA was tested without
any noise models to establish a baseline for comparison.

The study advanced by incorporating a gate noise model
focused on Pauli-Z operators to examine the effects of quan-
tum noise on QAOA’s performance. Using the quantum qt
package, the model enabled a detailed analysis of how noise
alters algorithmic results. The comparative analysis, shown

1



in Figure 1, highlights the algorithm’s sensitivity to noise-
induced deviations.

Fig. 1: Quantum Environment W/WO Error Mitigation, The
red bars shows the final probability w.r.t ratio without error
mitigation and blue lines shows the error mitigated result

In response to the challenges posed by quantum noise,
the study explored noise mitigation strategies using Qiskit
API version 0.46. This phase was crucial for assessing the
effectiveness of noise reduction techniques in quantum com-
puting applications for networked microgrids (NMs). Figure
2 visually compares QAOA’s performance before and after
noise mitigation, demonstrating the potential for improving
the algorithm’s resilience to noise.

However, QAOA remains highly sensitive to even small
noise variations, particularly in NMs, as evidenced by sig-
nificant changes in the algorithm’s output. This highlights
the critical need for precise noise modeling and mitigation
strategies.

In the final part of the study, QAOA was implemented
in the Qiskit environment to compare the quasi-probability
distribution of a two-qubit test case with the ideal probabil-
ity distribution. Figures 2a and 2b illustrate the differences
between the ideal and noise-mitigated contexts, emphasizing
both the impact of quantum noise and the effectiveness of
mitigation techniques in narrowing the gap between theoretical
expectations and real-world challenges.

This study, from replicating experimental results to applying
innovative noise mitigation techniques, makes a valuable con-
tribution to the discussion on QAOA’s resilience to quantum
noise. By analyzing the algorithm’s performance across vari-
ous contexts, it highlights the key relationship between design,
noise modeling, and mitigation strategies, offering insights for
improving QAOA’s robustness and effectiveness in quantum
computing applications for network microgrids.

IV. CONCLUSION

This study provides a detailed analysis of the Quantum
Approximate Optimization Algorithm (QAOA) for solving

(a) Probabilities w.r.t. ratio Noisy Environment

(b) Quasi-Probabilities of Mitigated Noisy Environment

Fig. 2: Comparision of expected solution Probabilities to
Qiskit Mitigated Quasi-Probabilities

the MaxCut problem in Networked Microgrids (NMs) under
realistic noise conditions in superconducting qubits. Results
show that even minimal quantum noise can significantly im-
pact the expected cut value. Basic noise mitigation techniques
using the Qiskit framework yielded promising results, but
further research is needed to explore advanced mitigation
strategies and assess the scalability and effectiveness of QAOA
in practical quantum computing environments.
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Quantum error correction (QEC) will be essential to perform quantum computations that require
hundreds of qubits and over a billion operations1–4, which are susceptible to errors. QEC schemes repeatedly
generate data characterising quantum errors5–7 and use this data in classical algorithms, known as decoders
to identify errors that occurred during quantum computation. Leading proposals for implementing fault-
tolerant non-Clifford gates, for example magic state injection8–10, require logical branching – logical operation
conditional on a corrected observable, which is computed by combining the measured value of the observable
and the logical correction returned by the decoder. Since logical branching happens during circuit execution
and depends on the decoding result, this places throughput and latency requirements on the decoding
process. In this work, we demonstrate fast, low-latency full-decoding response time by decoding with real-time
FPGA decoder11 integrated into Rigetti’s superconducting qubit device Ankaa-2™ control system.

The rate at which the decoder processes data (the throughput) needs to be greater than the rate at
which data is generated, which on superconducting devices can be as fast as one data extraction round per
1 µs12–15. This is necessary to avoid the backlog problem5, i.e. an exponential slowdown of the quantum
computation due to amassing a growing backlog of data at each decoding iteration. A second key parameter
to optimize is the full-decoding response time, which is the time between the final data extraction round
and the application of a logical conditional gate. It includes the decoding time as well as the communication
and control latency times to send the data to and from the decoder. The full-decoding response time can
be a significant bottleneck for operations involving logical conditional gates. As a result, it directly affects
the logical clock rate (i.e. the inverse of the time required to perform a single logical non-Clifford gate),
another QEC metric that determines the execution speed of fault-tolerant algorithms. Reducing both the
decoding time and the communication and control latency to minimize the full-decoding response time is
key to ensure that complex quantum algorithms are executed within reasonable times. For example, when
estimating that 2048 bit RSA integers can be factored in 8 hours using 20 million noisy superconducting
qubits, the authors assume a full-decoding response time within 10 µs1. Real-time decoding has been
experimentally demonstrated but with either full-decoding response time far exceeding the 10 µs goal16;17

or using an unscalable lookup table approach16;18–20.

Figure 1: Logical error probabilities for the stability-8
experiment executed on the Ankaa-2™ device as a
function of number of decoding rounds.

Here, we present a real-time decoded stability
experiment21 on 8 qubits (stability-8) with logical
branching that measures the full-decoding response
time. We decode with a scalabale FPGA implementa-
tion of a Collision Clustering decoder11, integrated
into Rigetti’s Ankaa-2™ superconducting device’s
control system. Surface code operations such as lat-
tice surgery22;23, logical qubit patch movement10

or the logical Hadamard gate24;25 all involve mea-
suring products of stabilizers. In these examples, in-
correctly measuring the stabilizer product can intro-
duce a logical error. For instance, in lattice surgery,
this stabilizer product determines the logical branch-
ing decisions when performing non-Clifford gates,
with a logical error meaning the wrong branch is
followed. The stability experiment21 is designed to
test the ability to protect against these logical errors
and in this work acts as a smaller scale simulation
of logical branching experiments.



Figure 2: Mean decoding time per decoding round for
the stability-8 experiment, decoded using the real-time
FPGA decoder run at 156.25 MHz frequency.

In Fig. 1, we show that on Ankaa-2™ using the
real-time FPGA decoder the physical error rates are
low enough to demonstrate logical error probability
suppression with an increasing number of decod-
ing rounds, which is the signature of a successful
stability experiment. The logical error probabilities
decrease from around (28.1± 0.1)% at 5 decoding
rounds to around (20.5 ± 00.1)% at 25 decoding
rounds. We achieve the lowest logical error proba-
bility, (17.6± 0.1)%, with minimum-weight perfect
matching (MWPM) decoder leveraging soft infor-
mation analysis and a decoding graph constructed
with the pairwise correlation method26–30.

Fig. 2 shows that our mean decoding time per
round ranges from 0.44 µs when decoding 5 rounds
to 0.79 µs when decoding 25 rounds. These values
remain below the 1 µs threshold for data genera-
tion on a superconducting qubit device, providing
strong evidence that the backlog problem will be
avoided when operated as a streaming decoder31–33.

Figure 3: Full-decoding response time measurements
as a function of number of rounds.

We also perform a circuit that conditionally ap-
plies a physical X gate based on the outcome of
decoding the stability experiment. This allows us to
measure the full-decoding response time as a func-
tion of the number of QEC rounds (see Fig. 3). For
a 9 measurements rounds experiment, we find the
full-decoding response time to be 9.6 µs, including
6.5 µs decoding time and 3.1 µs communication and
control latencies. We note that while the majority
of the full-decoding response time can be attributed
to the decoding time for a larger number of rounds,
there is a significant additional latency incurred by
the control system delays. 1.4 µs is the time spent
waiting for the final readout results to reach the
decoder, with the remaining 1-1.7 µs consisting of
additional control system logic: collecting the mea-
surements into packets to be sent to the decoder,
sending them via the wishbone bus, receiving re-
sults and performing the conditional logic. Thanks
to the FPGA implementation of our fast decoder
and its integration into the Ankaa-2™ system, in the
small-distance studies reported in this work we manage to keep the full-decoding response time within the
order of d µs, where d is the code distance. Maintaining this condition will be crucial when scaling up d, as
it will ensure that this response time will not be a critical limiting factor for the logical clock speed when
implementing lattice surgery operations32.

In the future, fault-tolerant quantum algorithms that have the potential to outperform classical algorithms
will require codes utilizing a large number of operations1–4;10. To support this, the FPGA decoder should be
updated to be a streaming decoder31–33. To improve the accuracy of decoding results, we expect future
FPGA implementations to enable updates to the decoding graph in real-time, allowing for soft information
or leakage-aware decoding. Such advances to decoding and improvements to the device combined with
the throughput and latency developed in this work, will unlock the next generation of experiments that
go beyond purely keeping logical qubits alive and into demonstrating building blocks of fault-tolerant
computation, such as lattice surgery and magic state teleportation.
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Introduction. Quantum memory is an indispensable component
for quantum computers. Prior art on quantum memory has focused
on quantum random-access memory [1, 4, 7, 8], the quantum ana-
log of classical random-access memory (RAM). Despite decades of
e�orts, e�cient and reliable protocols for realizing QRAMs are still
challenging. This is mostly due to the stringent requirement on the
feature of random-accessing.

It is worth noting that useful computation may not necessarily
require fully random-access to the memory, because data usage
can often exhibit spatial and temporal locality [2] which tends to
relax the requirement on “random" access. In classical computers,
such temporal locality of data usage is well captured by the so-
called stack memory, where the last bit of data that was stored
has to be retrieved �rst, i.e., “last-in-�rst-out". Despite the limited
memory-access ability in stack memory, they can be easy to realize
physically. Envisioning similar temporal locality in quantum data
access models, a quantum stack memory can be of paramount
importance in these cases. More importantly, because memory
access only need to be “last-in-�rst-out", it is reasonable to believe
that Q-stack can be easier to realize and possess smaller overhead
physically than QRAM.

At the physical level, a minimum requirement for realizing com-
pact quantum memory is the existence of Hilbert space with large
dimensions. Bosonic modes, or quantum harmonic oscillators, are
ubiquitous in nature, and their in�nite-dimensional nature [5]
serves as natural hardware-e�cient quantum memories. However,
writing/reading quantum data in/out such oscillator memory is
challenging, especially in a qubit-by-qubit fashion. Protocols exist
to use oscillators as quantum associative memory [3], but no pro-
posal for quantum stack memory that can employ temporal locality
has been designed using oscillators.

In this work, we develop protocols for realizing quantum stack
memory and quantum queue for hybrid oscillator-qubit quantum
processors. We provide physical level realizations of the push and
pop operation using native instruction gate sets, and analyze the
performance of these new quantum memory protocol under noise.
We conclude by a discussion on the utility of these new quantum
memories for quantum data processing and quantum learning mod-
els.
New Quantum Memory: Quantum Stack. In computer science,
a stack is an abstract data type that functions as a collection of
elements with two primary operations: 1) Push: Adds an element
to the collection; 2) Pop: Removes the most recently added element.
Stacks operate on a Last-In-First-Out (LIFO) principle, meaning the
last element added is the �rst to be removed. This abstract data
structure supports address-independent operations, making it a
fundamental tool for a variety of applications, including Depth-
First Search, Base Conversion and Bracket Matching.

The Quantum Stack mirrors the operations of a classical stack
but o�ers unique advantages in pushing and popping quantum data
instead of classical ones. To demonstrate how our Q-stack works
clearly, a schematic is shown in Fig. 1, where unitary operation
*?>? (*?DB⌘) is designed to pop (push) one qubit of data out of (into)
the Q-stack. A quantum harmonic oscillator is used to store the
quantum data, while a qubit is coupled to the oscillator to facilitate
easy quantum control of the oscillator.

Figure 1: Schematic of the operation of a quantum stackmem-
ory based on oscillator-qubit systems, showing the action of
the push and pop operations.

Physical Realization of Q-Stack from Correction-free Quan-
tum Teleportation. Our idea for realizing quantum stack is to
teleport an external qubit of states into a superposition of Fock
levels of the oscillator. For Fock level |8i, de�ne the shift operator
(= |8i = |8 + 2=i. De�ne the logical zero and one that store = qubits
of information recursively as

¯|0i= = U= ¯|0i=�1 + V= ¯|1i=�1, ¯|1i= = (= ¯|0i= . (1)

The entanglement generate unitary*= can be synthesized by using
*=

*= |0iqubit ⌦ |8i = 1p
2
( |0iqubit ⌦ |8i + |1iqubit ⌦

��8 + 2=�1
↵
), (2)

or equivalently on the logical states,*= |0i ¯|0i=�1 = 1p
2

⇥
|0i ¯|0i=�1+

|1i ¯|1i=�1
⇤
. Using*= , it can be shown that the quantum circuit in

Fig. 2 can be used to teleport an external qubit of data |q=i4 into
the oscillator.

|q=i4 • �

|0i
*=¯|0i=�1

Figure 2: Quantum circuit which teleports an external qubit
|q=i4 into the bosonic oscillator without the Pauli correction
operation, resulting in an error version of |q=i4 stored in the
oscillator where the four possible errors are stored as a 2-bit
classical bitstring obtained from the measurement.
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The entangling gate*= is not a native gate on oscillator-qubit sys-
tems. However, it can be realized by using the following sequence
of native gates in the instruction sets of hybrid oscillator-qubit
quantum processors

*=,approx = ⇡ (U=)SQR( Æ\=, Æq=)⇡ (V=)SQR( ÆX=, Æ[=)⇡ (W=), (3)

where ⇡ (U) ⌘ 4U0
†�U⇤0 is the displacement gate, and SQR( Æ\ , Æi) =Õ#max

==0 'i= (\=) ⌦ |=i h= | is the photon-number-Selective Qubit Ro-

tation (SQR) gate [6] for 'i (\ ) = exp
⇣
�8 \2fi

⌘
and fi = fG cosi+

f~ sini . {U=, V=,W=} 2 C are complex numbers representing the
displacement amount, while { Æ\=, Æq=, ÆX=, Æ[=} 2 [0, 2c) are four vec-
tors of phase angles parametrizing the SQR gate. It can be shown
numerically that Eq. (3) can realize*= with high precision.
From Quantum Stack to Quantum Queue. Build on top of Q-
stack, we demonstrate that more complicated quantum memory
access pattern such as quantum queue can be realized by using two
quantum stacks.

A queue is an abstract data type in computer science charac-
terized by its First-In-First-Out (FIFO) operation. It represents a
collection of entities organized in a sequence, where entities are
added to one end and removed from the opposite end. The end
where elements are added is known as the back or rear, while
the end where elements are removed is the head or front. This
structure mirrors how people line up for goods or services.

Queues support two primary operations: 1) Enqueue: Add an
entity to the back of the queue; 2)Dequeue: Remove an entity from
the front of the queue. Queues are pivotal in various applications
due to their address-independent operations and their natural �t
for sequential data processing. Notable uses include Breadth-First
Search, Message Queues, Task Scheduling and a key feature of our
work: Bu�er Management.
Quantum Queue: Advantages and Implementation. The Quantum
Queue builds upon the classical queue’s properties, incorporating
all the advantages of the Quantum Stack over the classical stack.
By implementing a quantum version of the queue, we achieve a
signi�cant milestone: the quantum realization of two of computer
science’s most classic data structures.

By leveraging the Quantum Stack, we have devised a method to
implement a Quantum Queue without introducing any additional
physical structures. This implementation incurs an overhead cost
of precisely twice that of the Quantum Stack, as it utilizes two
quantum stacks to form a quantum queue. Each data throughput
operation involves exactly 2 push and 2 pop actions, as illustrated
in Figure 3. A formal algorithm for this implementation can be found
in Algorithm 1. For brevity, we omit the proof of its correctness.
Applications and Discussions. Leveraging Q-stack and Q-queue
can enable many interesting quantum data processing and learn-
ing tasks. For example, quantum queue allows asynchronization
between quantum data acquisition and processing. Storage of multi-
qubit of data into a single oscillator mode also opens the potential
for quantum single-instruction-multi-data processing. Our work
opens a new avenue for quantum memory design that will play an
important role in quantum computer system design and applica-
tions.

Figure 3: Stack to Queue Illustration

Algorithm 1 Queue Operations with Two Stacks

1: QuantumStack read_stack, write_stack;
2: function ������(30C0)
3: write_stack.push(data)
4: end function
5: function ������
6: if read_stack is empty then
7: while write_stack not empty do
8: tmp_data = write_stack.pop()
9: read_stack.push(tmp_data)
10: end while
11: end if
12: return read_stack.pop()
13: end function
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Background

Distributed quantum computing allows the modular construction of large-scale quantum com-
puters and enables new protocols for verifiably-secure quantum computation [1–7]. However, such
applications place stringent demands on the fidelity and rate of entanglement generation, which are
not met by existing methods for quantum interconnects. This is particularly challenging in the regime
of large-scale, fault-tolerant distributed quantum computing, which requires very low logical error
rates and fast logical clock speeds. For example, state-of-the-art demonstrations of interconnecting
quantum nodes only achieve logical entangling fidelities in the high 90s and entangling rates of
a few hundred pairs per second [8–14]. The entanglement fidelity can be improved through the
use of various one-way or two-way entanglement distillation schemes [15, 16], but this leads to
a further degradation in the effective logical entangling rate. With typical target gate operation
fidelities for large-scale algorithms in the 10�12 range, the standard 4-to-1 recursive distillation
scheme would require almost a hundred physical Bell pairs (per logical Bell pair) of percent-level
infidelity. Alternative schemes relying on lattice surgery have also been developed [17, 18], but
would again require hundreds to thousands of physical Bell pairs per logical Bell pair in similar
parameter regimes. The combination of these factors suggest that current schemes and physical
hardware will result in logical entangling rates of a few Hz, much slower than the QEC cycle times
of 1 µs to 1 ms in various state-of-the-art hardware systems [19–27]. It is thus highly desirable to
develop methods that use the communication link much more sparingly, thereby achieving higher
logical entangling rates while maintaining high target logical fidelities.
Constant-Overhead Entanglement Distillation

In this work, we develop entanglement distillation methods that achieve constant communication
rate, and show that they yield practical protocols with very low communication overhead. To achieve
constant communication rate, we adapt a technique originating in fault-tolerant computation [28],
where careful selection of the concatenation sequence permits a concatenated code family to achieve
constant rate. We rigorously analyze the error rates and success probabilities at each step of the
protocol, thereby providing theoretical guarantees of the distillation overhead and performance.

We work in the setting where two-way classical communication is permitted [16], thereby allowing
the use of error detection and post-selection instead of error correction. This crucial usage of
real-time error information, and feed-forward selection of distillation instances that pass the error
detection, allows one to use input physical Bell pairs with much lower starting fidelity, and can
achieve higher encoding rates. Moreover, it bypasses the decoding problem for random quantum
codes, which may be computationally challenging. To conserve communication bandwidth and
ensure that errors primarily arise from noisy physical Bell pair generation between different nodes, we
inject each physical qubit state into a logical qubit (e.g. a surface code) using standard high-fidelity
state injection techniques [29–31], which add only a negligible amount of noise in the process when
the network is much noisier. This allows us to bound and ignore local operation errors in the process,
thereby using the communication channel more efficiently.
Empirical Overhead and Order-Of-Magnitude Improvement Over Current Schemes

Following the proof of asymptotic constant rate, we examine and optimize our scheme numerically,
directly refining the code sequence over the best possible parameters for small classical and quantum
codes [32]. We find sequences of codes that require as few as 6 physical Bell pairs per logical Bell
pair at 1% physical Bell pair error rates, almost an order of magnitude reduction compared to
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conventional schemes (see Tab. I), with only a small increase in the required memory footprint.
Our scheme also allows a continuous tradeoff between communication overhead and network buffer
memory footprint, enabling the optimization of these parameters in a wide range of physical settings.

To optimize system resource allocation during the establishment of high-fidelity logical entangle-
ment, we optimize the unencoding circuit and pipeline the different levels of entanglement distillation
to minimize resource usage while providing high throughput. We find that in a wide range of
parameter regimes of interest, particularly considering the fact that many local operations can
typically be performed in parallel within a module, the distillation procedure itself does not cause
a bottleneck, and our scheme compares favorably to other distillation schemes or lattice-surgery-
based interconnect schemes. These methods are also directly compatible with recent advances in
intra-module operations based on transversal gates [20, 33, 34].

Finally, we apply our results to distributed quantum computation, analyzing how the efficacy of
quantum computation varies depending on the algorithm and quantum interconnect characteristic.
We characterize the algorithmic requirements of intercore communication with the parameter �,
which we define to be the average number of intercore logical entanglement operations per core
required for each intracore logical circuit layer, and estimate this parameter for a variety of algorithms
such as ripple-carry adders and random quantum circuits. Assuming one layer of intramodule logical
operation takes time tl, while an intermodule logical operation takes time te↵, we find that when
�te↵ � tl, the network communication becomes the limiting factor. For typical operation parameters
and conventional approaches to quantum interconnects, we find that the network communication is
indeed limiting. However, the use of our constant-rate distillation scheme significantly alleviates
this issue, leading to a better balance between intracore and intercore operations.

Taken together, our work provides over an order of magnitude performance improvement to
the communication overhead for fault-tolerant distributed quantum computing, as well as the
flexibility to adapt to a variety of settings with different communication rates and buffer memory
sizes. We therefore believe that our results will be a key building block to future large-scale quantum
computers.

Network error rate 0.1% 1% 5% 10% 15%
Distillation input error rate 0.35% 1.25% 5.2% 10.2% 15.2%

BDSW-2EPP scheme - overhead 64.2 66.8 295.3 348.5 1694
BDSW-2EPP scheme with Y basis - overhead 32.3 33.1 148.2 173.6 416.2

Lattice surgery - overhead 1,089 1,369 5,329 22,201 142,129
Constant-overhead distillation (buffer = 30) - overhead 4.7 6.2 14 33 63
Constant-overhead distillation (buffer = 50) - overhead 3.3 6.2 14  26  52

Constant-overhead distillation (buffer = 100) - overhead 2.5 4.4  11  23  46

TABLE I: Physical bell pair overhead per logical gate required for different schemes for distributed quantum
computation. The values in the table are calculated using the gate error rate pgate = 0.1%. For all distillation
schemes, we first use state injection, transforming the network error rate into the distillation input error rate.
For lattice surgery, we instead directly operate a lattice surgery operation between two surface code patches
across the link. Our scheme (bottom three rows) shows an order of magnitude overhead reduction compared
to existing schemes.
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Abstract
With the growing reliance on cloud-based quantum comput-
ing, ensuring the con�dentiality and integrity of quantum
computations is paramount. Quantum Trusted Execution
Environments (QTEEs) have been proposed to protect users’
quantum circuits when they are submitted to remote cloud-
based quantum computers. However, deployment of QTEEs
necessitates a Quantum Operating Systems (QOS) that can
support QTEEs hardware and operation. This work intro-
duces the �rst architecture for a QOS to support and enable
essential steps required for secure quantum task execution
on cloud platforms.

1 Introduction
Current cloud computing platforms such as IBM Quantum
(2] or Amazon Braket (1] provide users access to quantum
computers. However, today, cloud providers have full visibil-
ity and control over users’ submitted quantum circuits. This
can expose users to the risk of proprietary quantum algo-
rithms being reverse-engineered or stolen by the providers.
Even if the cloud providers are trusted, there are other threats
such as malicious insiders (3, 5] who can gain access to the
users’ circuits and steal the information. To mitigate risks of
security attacks in cloud-based quantum computation, Quan-
tum Trusted Execution Environments (QTEEs) have been
proposed (3–5]. Their goal is in general to prevent the cloud
provider from knowing the operation executed by the user
or the results. To achieve, this QTEEs apply some sort of ob-
fuscation on the software level, the obfuscated or protected
circuit is sent to the cloud provider, who cannot understand
it, and only in the trusted hardware of the quantum processor
can the circuit be de-obfuscated and executed. Currently, the
missing piece of the technology is the Quantum Operating
System (QOS) which can manage the user circuits and the
QTEEs hardware. The QOS must manage secure loading of
quantum circuits, execution, and transmission of computa-
tion results back to the users.

2 Design of QOS Support for QTEEs
This work outlines the mechanisms needed for securely load-
ing quantum circuits, establishing a trusted environment for
their execution, and returning the results to the users.

2.1 Existing QTEEs
There are already a number of QTEEs that have been pro-
posed in the literature, which are brie�y introduced below.

QC-TEE TheQC-TEEwork (5] introduced the idea of adding
obfuscation to quantum circuits. While digital representation
of the quantum circuits can be encrypted, the circuits are
eventually transformed into analog pulses before execution
on quantum hardware, analog pulses cannot be encrypted –
but cloud provider can spy and attack these pulses. QC-TEE
introduced hardware modi�cations to remove the dummy
obfuscation pulses before they reach qubits. Encrypted meta-
data was used to allow QTEE hardware to determine which
are the dummy obfuscation pulses.

SoteriaQ The SoteriaQ work (4] expanded the ideas of
QC-TEE (5] and outlined detailed architecture of the circuit
obfuscation. Encrypted metadata was again used to allow
QTEE hardware to determine which are the dummy obfus-
cation pulses.

CASQUE The CASQUE work (3] introduced a new idea
of extending obfuscation by swapping pulses between dif-
ferent control and drive channels. In the user’s circuit, after
transpilation, the control pulses would be swapped between
di�erent channels. On the quantum computer end, CASQUE
introduced hardware modi�cations so that the pulses could
be swapped back into the correct channels before they reach
qubits. Encrypted metadata was used to allow CASQUE hard-
ware to determine how to un-swap the control pulses.

2.2 Life-cycle of Quantum Circuit in QTEE
Regardless of the QTEE type, the lifecycle of a circuit in a
QTEE follows three phases: I) secure loading of quantum
circuits, II) execution on the quantum computing hardware,
and III) transmission of computation results back to the users.
Figure 1 outlines the life-cycle of a quantum circuit as han-
dled by QOS.

Phase I: Secure Loading of Quantum Circuits On the
user-end, the quantum circuit is obfuscated according to
the target QTEE, and encrypted metadata is attached to the
circuit. The obfuscated circuit and encrypted metadata are
securely sent to the cloud provider, by an encrypted network
connection. Upon decryption of the network packets, the
circuit and encrypted metadata, needs to be safely stored
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Figure 1. Lifecycle of quantum circuits and QOS support needed for QTEEs.

by QOS while awaiting execution. The QOS needs to support
classical, secure networking to receive users’ circuits and their
encrypted metadata. The QOS needs to track of the circuit and
encrypted metadata once received. When storing them on the
cloud, the circuit and encrypted metadata need to be associated
with each other. Since the obfuscation method and encrypted
metadata is speci�c to a particular quantum computer, the
QOS scheduling also needs to be augmented to keep track of
which quantum computer the circuit can execute on.

Phase II: Secure Execution of Quantum Circuits When
the circuit is ready to execute, the transpiled circuit is loaded
onto the quantum controller, which, for example, in case
of superconducting qubit quantum computer, generates the
analog pulses that drive the qubits. In case of QC-TEE (5],
SoteriaQ (4], and CASQUE (3], these pulses contain some
form of obfuscation. Thus, in parallel the encrypted metadata
has to be sent to the quantum computer, so it can decrypt it
and operate on the input pluses according to the metadata.
For example, for (4], some pulses are attenuated based on
the metadata, while for (3], channels on which pulses are
supposed to execute are swapped. The QOS needs to ensure
that the obfuscated circuits of the user are loaded in parallel to
the encrypted metadata on the target quantum computer.

Phase III: Transmission of Computation Results Back
to the User For each shot of a circuit, it is measured and
results returned to the user. Both QC-TEE (5] and SoteriaQ
(4] proposed to randomly insert X gates at the end of the
circuit to randomize the output. In parallel, the modi�ed
quantum computer hardware generates (and encrypts) its
own metadata that can be used by the users to know which
qubits’ outputs were �ipped by the X, so the users can re-
cover the correct output. To support these operations, the
QOS needs to keep track of the (encrypted) output metadata
and transmit it back to the user along with circuit outputs.
The transmission back to the user should use secure, clas-
sical networking. The QOS needs to ensure that the circuit
outputs and the output metadata are associated until they are
returned to the user. The QOS needs to support classical, se-
cure networking to send back users’ results and their encrypted
output metadata.

3 Analysis of QOS Support for QTEE
The QOS modi�cations to support QTEE are minimal, and
can be realized with no overhead on the computation (be-
yond the overheads of the speci�c QTEE hardware). Sched-
uling will be impacted by the QTEEs need that the circuit
protection is speci�c to each quantum computer (because
of the unique cryptographic keys needed for the encrypted
metadata). QOS scheduler cannot move a circuit to a di�er-
ent quantum computer, since each circuit targets a speci�c
backend. This is not a problem in the current NISQ era, as
all circuits are transpiled to a speci�c back end. But in error
corrected quantum computers, where a circuit can execute
on di�erent quantum computer backends, this will be a new
constraint that the QOS needs to manage.

4 Conclusion
The role of the QuantumOperating System (QOS) in support-
ing Quantum Execution Environments (QTEEs) is crucial to
the security of cloud-based quantum computing. By facili-
tating secure loading of quantum circuits, execution on the
quantum computing hardware, and transmission of compu-
tation results back to the users, the QOS can enable robust
protection for sensitive quantum computations without com-
promising performance.
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Abstract—The increasing demand for quantum computing has
exposed inefficiencies in current quantum cloud platforms, where
users often face extensive wait times due to a lack of adequate
simulation frameworks. Classical cloud simulators cannot model
quantum cloud services due to the differences in properties
of quantum tasks from that of classical tasks. To address this
gap, we present QCloudSim, a specialized simulation framework
designed to model the quantum clouds at an administrative
level. QCloudSim offers access to the qubit configurations of
quantum devices from leading providers such as IBM, Google,
and Amazon. By utilizing a coarse-grained model, the framework
simplifies complex quantum bits (qubits) interactions to avoid
unnecessary computational overhead. Furthermore, QCloudSim
supports parallel simulation through mpi4py, enhancing scala-
bility and reducing execution times. That allows researchers and
quantum cloud administrators to experiment with default and
custom configurations, offering an efficient, flexible, and scalable
platform for advancing quantum cloud research.

I. INTRODUCTION
Quantum Computing (QC) is an emerging field with sig-

nificant potential to solve problems [1] considered computa-
tionally infeasible for classical computers, with diverse appli-
cations in pharmacological discovery [2], financial analysis
[3], optimization challenges [4], and machine learning [5],
[6]. As quantum cloud systems grow in complexity, quantum
cloud computing simulations become critical for research,
development, and decision-making, assessing performance,
cost efficiency, scalability, and security.

To address these challenges, we introduce QCloudSim,
a discrete event simulation framework specifically designed
to quantify quantum task scheduling and allocation policies
based on the properties of tasks, configurations, and quantum
devices. Recognizing that the configurations of quantum de-
vices and allocation policy influence the fidelity and execution
time of quantum tasks, QCloudSim enables researchers to
assess their algorithms across different quantum bit (qubit)
topologies without the need for direct experimentation on
physical quantum devices [7]. The goal of quantum computing
experiments is to understand and predict the behavior of real-
world quantum computers and their future performance with
mathematical models [8]. In such case, a simulation framework
is an essential tool in designing and testing new qubit mapping
mechanisms [9] on a large-scale quantum cloud environment.

QCloudSim offers researchers and quantum cloud adminis-
trators an efficient and scalable platform for quantum cloud
simulations. It also allows them to experiment with default
configurations or implement custom scheduling and allocation

policies for quantum devices from leading quantum cloud
providers.

II. SYSTEM DESIGN
The architecture layers of QCloudSim is illustrated in

Figure 1. The framework is primarily implemented in Python.
QCloudSim is designed by extending an open-source discrete-
event simulation library for Python, SimPy, as a chain of dis-
crete events, such as job arrivals, processes, yields, and device
maintenance. SimPy manages concurrency and synchroniza-
tion mechanisms to coordinate multiple processes in scalable
simulations. QCloudSim layer contains the necessary modules
to simulate a quantum cloud environment and manages to
instantiate core entities such as QCloud, QDevice, Broker, and
QJobs. The user’s codes layer is where the framework allows
users to define and implement their own task scheduling and
allocation policies without needing to alter the core compo-
nents. For large-scale parallel simulations, mpi4py (Message
Passing Interface for Python) is integrated at the top-most layer
of the framework. MPI distributes computational workloads
across multiple processes, each simulating a different quantum
device. This parallel execution improves efficiency and reduces
wait times by enabling simultaneous simulations.

Figure 1: The architecture layers

III. ENTITIES
The main component of QCloudSim is the SimPy simula-

tion environment, where processes are defined and executed.
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These processes represent entities or activities within the sim-
ulated system. It is necessary for users to instantiate core enti-
ties, including the quantum cloud (QCloud), quantum devices
(QDevice), and Broker. Additionally, users are required to con-
figure parameters such as simulation duration, task scheduling,
allocation policies, job intervals, and maintenance schedules.
A QCloud is an entity that contains at least one QDevice
and a Broker. A QDevice contains machine profile, qubit
topology, and maintenance schedule. Quantum jobs (QJobs)
or tasks are generated by the job generator and passed to
Broker. The Broker is responsible for assigning and allocating
QJobs on QDevices. QJobs has properties of quantum tasks
that are required to evaluate and estimate execution time and
allocation. Figure 2 shows the core components of QCloudSim
and the relations between entities.

Figure 2: The core components of the simulation framework

IV. USE CASES
This section discusses QCloudSim’s scalability and poten-

tial use cases. To maintain consistency in performance data, all
simulations are conducted on a single Linux server. The system
hosting QCloudSim uses an x86 64 hardware architecture,
supporting both 32-bit and 64-bit CPU operation modes. It
features a 48-bit address space for both physical and virtual
addresses. The system has 32 CPUs and an AMD EPYC 7313
processor with 16 cores.

Figure 3: Sim-time to complete a fixed number of QJobs with
varying available resources.

In the first demonstration, a fixed number of tasks (QJobs)
is assigned to varying numbers of quantum computers, ranging
from one to five devices. The simulation time steps are

recorded for each experiment. Figure 3 shows that the simula-
tion time steps decrease in logarithmic scales with increasing
numbers of quantum devices. This suggests that the system
scales efficiently with the addition of more quantum devices,
reducing the overall time required for simulations as more
devices are used to process a fixed number of tasks.

Figure 4: Comparison of execution times for simulations with
varying numbers of processors.

MPI is implemented to execute independent simulations in
parallel to mitigate the lengthy program execution time for
large-scale simulations. A series of quantum cloud simulations
is conducted using various number of parallel processes.
As shown in Figure 4, increasing the number of processors
exponentially reduces simulation time. In that way, the imple-
mentation of MPI significantly accelerates program execution.

Utilizing job traces and machine characteristics from real
quantum clouds [10], QCloudSim can serve service providers
as digital twin of their quantum clouds. This approach fa-
cilitates the development of larger quantum computers, as it
enables QCloudSim users to model and configure quantum
clouds by adjusting simulation parameters and device config-
urations.

V. CONCLUSION
QCloudSim addresses a significant and critical gap in the

field of quantum cloud research by providing a specialized
simulation framework dedicated to modeling quantum cloud
systems within a controlled and reproducible environment. By
abstracting the complex internal mechanisms of quantum de-
vices and providing flexible configuration options, QCloudSim
enables researchers to conduct thorough evaluations of quan-
tum cloud systems without the need for costly and time-
consuming experiments on physical hardware. Furthermore,
the framework incorporates parallel processing capabilities
through MPI, which significantly enhances both scalability and
overall simulation performance. Ultimately, QCloudSim cre-
ates new opportunities for experimentation, exploration, and
development in quantum cloud computing, thereby fostering
the creation of more efficient and optimized quantum cloud
services and contributing substantially to the advancement of
the broader quantum computing ecosystem.
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1 Introduction
Quantum error correction (QEC) is a critical component of
FTQC; the QEC decoding system is an important part of Clas-
sical Computing for Quantum or C4Q. Recent years have
seen fast development in real-time QEC decoders [1–11]. Ex-
isting e�orts to build real-time decoders have yet to achieve
a critical milestone: decoding dynamic logical circuits with
error-corrected readout and feed forward. Achieving this re-
quires signi�cant engineering e�ort to adapt and recon�gure
the decoders during runtime, depending on the branching
of the logical circuit.
We present a QEC decoding system architecture called

L���, with the ambitious goal of supporting dynamic logical
operations. L��� employs a novel abstraction called the de-
coding block to describe the decoding problem of a dynamic
logical circuit. Moreover, decoding blocks can be combined
with three other ideas to improve the e�ciency, accuracy
and latency of the decoding system. First, they provide data
and task parallelisms when combined with fusion-based de-
coding [6]. Second, they can exploit the pipeline parallelism
inside multi-stage decoders. Finally, they serve as basic units
of work for computational resource management.
Using decoding blocks, L��� can be easily recon�gured

to support all QEC settings and to easily accommodate inno-
vations in three interdependent �elds: code [12, 13], logical
operations [14–17] and qubit hardware [18–20]. In contrast,
existing decoders are highly specialized to a speci�c QEC
setting, which leads to redundant research and engineering
e�orts, slows down innovation, and further fragments the
nascent quantum computing industry.

2 L��� Decoding System Architecture
We place the proposed L��� decoding system inside the
classical computing part of FTQC as illustrated by Figure 1,
with well-de�ned, technology-agnostic interfaces. The in-
put to the quantum computer is a logical circuit speci�ed
using a programming language such as OpenQASM. Like
a classical software program, the logical circuit consists of
operations and conditionals. Due to the use of conditionals,
the exact sequence of operations is only known at run-time.
The physical controller directly talks to quantum hardware,
generating control signals and receiving measurements, i.e.,
physical readouts, and sending them to the decoding system
to compute the logical readout. The logical controller follows
the logical circuit: it receives the logical readout from the
decoding system and informs the physical controller and
decoding system what logical operation is the next so that
the latter can perform the operation and its QEC decoding,

LEGO Compiler Logical 
Controller

LEGO Coordinator

Library: Decoding Blocks

Physical 
Controller

Logical
Operation

Physical ReadoutLogical Readout

Analyzer and Configuration

Decoder 1
(Software Decoder)

Initializer

Decoder 2
(FPGA Decoder)

Automated Design 
and Configuration

Decoder 3
(ASIC Decoder)

Optimized Design 
and Configuration

Decoding Block Decoding Block Decoding BlockI/O

…

LEGO Decoding System

QEC Setting

I/O I/O

Dynamic Logical Circuit

Figure 1. L��� decoding system and its interaction with
other classical components of an FTQC. The orange and blue
blocks represent online and o�ine components, respectively.

respectively. The compiler takes both the QEC setting and,
optionally, the dynamic logical circuit (user program) as in-
put, and generates decoding blocks that can be merged into
any possible decoding graph of the logical circuit.
QEC decoding systems commonly take physical readout

as input and output logical readout; L��� takes two addi-
tional inputs: (1) the logical operation being executed by
the computer, which is known at runtime; and (2) decoding
blocks for all logical operations, which are generated o�ine.
L��� itself is a specialized computer. Hardware-wise, it

includes a collection of decoders of varying degrees of spe-
cialization. Software-wise, the coordinator functions as a
resource manager or operating system that schedules/maps
decoding blocks to decoders, potentially with support from
the compiler.

3 Decoding Graph and Decoding Block
We introduced the notion of decoding graph in [21] in which
an edge represents an error source and a vertex a detec-
tor [22], an XOR of a set of stabilizer measurements. Because
an error source may impact more than two detector readings,
edges can be hyperedges and the graph can be a hypergraph.
Our key insight is that a decoding graph can precisely de-
scribe the decoding problem of many important classes of
qubit codes [23, 24]. Many existing QEC decoders accept a
decoding graph [6, 7, 25–28] as input. For a static logical
circuit that does not contain any conditionals, one can stat-
ically generate the entire decoding graph for its decoding
problem because there is a single execution path. For a dy-
namic logical circuit, there can be many possible execution
paths, each with a di�erent decoding problem. As the actual
execution path is only known at runtime, its decoding graph
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can only be constructed at runtime, raising a challenge to
real-time decoding. L��� solves it with the abstraction of
the decoding block.

Decoding Blocks: When a quantum computer executes
a logical operation, the operation contributes to sources of
errors (edges) and detector readings (vertices). These vertices
and edges form a decoding graph⌧1 = (+1, ⇢1) that describes
the decoding problem contributed by this logical operation.
The next logical operation in the execution may contribute
another decoding graph⌧2 = (+2, ⇢2). We call ⌫ = +1\+2 the
combination boundary between ⌧1 and ⌧2. ⌫ is non-empty
if the two operations operate on the same qubit during the
same QEC cycle. The decoding system must combine ⌧1
and ⌧2 at this boundary. For a dynamic logical circuit, the
decoding system must combine such decoding graphs from
logical operations at runtime, adding decoding latency.
We introduce a new abstraction called decoding block, or

simply block, for each logical operation in a dynamic logi-
cal circuit. Let $8 , 8 = 1, 2...,= denote the 8th operation. ⌧8 =
(+8 , ⇢8 ) denote the decoding graph it contributes. Its combina-
tion boundary with that of$ 9 is therefore ⌫8 9 = +8 \+9 . The
block for$8 is de�ned as a tuple: (⌧8 ,⌫8 = {⌫8 9 = +8 \+9 , 8 <
9}). That is, it includes $8 ’s decoding graph and all its com-
bination boundaries with other operations in the same exe-
cution. An example is shown in Figure 2.

We say two blocks are of the same type if they have iden-
tical decoding graphs. Logical operations of the same type
operating on the same set of qubits will produce blocks of
the same type, no matter where they appear in the logical
circuit. Blocks of the same type can share the same decoder,
providing an opportunity for runtime optimization.

Generating Blocks: Importantly, given a logical circuit,
all its blocks can be generated statically, i.e., o�ine. ⌧8 can
be generated based on the QEC setting, including the physi-
cal layout of logical qubits. To generate ⌫8 , a compiler must
enumerate all execution paths and derive the combination
boundaries for the operation in each path. The compiler can
change the granularity of the blocks, making trade-o�s be-
tween a large number of small decoding blocks and a small
number of large decoding blocks or �nding an optimal com-
bination of small and large. For example, the compiler can
generate a single block for a series of operations in the same
execution path. This block will have a large decoding graph
but fewer combination boundaries for the decoding system
to handle at runtime. We note that in general, small blocks
provide �ner granularity for computational parallelism and
scheduling �exibility, at the cost of more runtime overhead
due to combination.
Decoders for Blocks: In L���, blocks are basic units

of work and decoders are basic units of computational re-
source. A decoder can be completely programmable like a
CPU core or FPGA. In this case, it can support any block
as long as the necessary program is available. A decoder
can also be specialized to support a speci�c decoding graph

time

Qubit 1 Qubit 2

Idle(Q1)

Merge(Q1, Q2)

Init(Q1), Init(Q2)

Logical Operations:
Decoding Graph

Measure(Q2)

Figure 2. The QEC decoding problem of a logical circuit
(left) can be described by a decoding graph (middle) as a
combination of decoding blocks (right).

and therefore, a speci�c type of blocks. We can also imagine
a more general decoder that can support decoding graphs
of certain properties and therefore, support more types of
blocks. What types of decoders to develop and include in
L��� is an important task for the designer.

4 Decoding System Design
In this section, we elaborate on the potential design oppor-
tunities brought by decoding blocks.

Fusion-based Decoding: Decoding blocks conveniently
support fusion-based decoding [6] as their decoding graphs
can serve as the partitions with their combination bound-
aries being the fusion boundaries. With fusion-based decod-
ing, each decoding block can be decoded independently, in
parallel, and their results are then used to �nd a solution
for the combined decoding graph e�ciently without loss
of accuracy. Fusion-based decoding was �rst supported for
the MWPM decoder as a parallelization technique [6] and
was recently generalized to the Union-Find decoder [29]
and MWPF decoder [30]. We hypothesize that other QEC
decoders can be adapted for fusion-based decoding. We also
note that window decoding [12] can be used in place of the
fusion operation [6] in fusion-based decoding, albeit less
e�ciently with redundant computation, less accuracy, and
restricted boundary conditions [31–34].

E�cient Multi-Stage Decoding: Decoding blocks also
support multi-stage decoding e�ciently and �exibly. Multi-
stage decoding combines multiple decoders by passing the
output of one to the input of another, for better accuracy [35,
36] or reduced bandwidth [37]. However, multi-stage de-
coders are not suitable for low-latency decoding because a
later stage cannot start until all earlier stages �nish. Decod-
ing blocks support pipeline parallelism inside multi-stage
decoding with adaptive delayed scheduling.

Coordinator: Given a logical operation, the coordinator
creates a decoding task, from its decoding block and assigns
it to one of the many decoders. Because the quantum com-
puter could execute multiple logical operations concurrently
and not all decoders can execute all decoding blocks, the co-
ordinator resembles the operating system of a heterogeneous
classical computer. On the other hand, QEC decoding brings
its own set of challenges due to the tight latency requirement.
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Moreover, as the compiler generates the decoding blocks (and
their granularity), it can inform and even collaborate with
the coordinator for optimized resource management.
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Abstract
Quantum error correction is the most promising approach
for realizing quantum advantage. Unfortunately, the surface
code, the most promising error correction code, is ine�cient.
Thus, recent work has proposed a register-memory para-
digm, where surface codes as used for compute, and e�cient
QLDPC codes are used as a main memory. In this abstract,
we examine the resource demands of quantum applications
under this paradigm and argue for shared resource pools.

1 Introduction
Quantum error correction remains the most promising path
forward for realizing promising applications and achieving
quantum advantage [2, 9, 13]. Currently, virtually all propos-
als for Fault-Tolerant Quantum Computers (FTQCs), which
use error correction to handle errors during program execu-
tion, use the surface code, which is widely considered to be
the most promising error correction code [5, 6, 8]. However,
for many practical applications, FTQCs using the surface
code are expected to require millions of physical qubits [7].

Thus, Quantum Low Density Parity Check (QLDPC) codes
have emerged as more e�cient alternative to the surface
code. Unlike the surface code, which encodes a single logical
qubit no matter how many physical qubits are used, QLDPC
codes encode multiple logical qubits into a logical block:
larger logical blocks will have more logical qubits and higher
code distances. Thus, QLDPC codes are orders of magnitude
more e�cient than the surface code. However, it remains
unclear how to perform basic quantum gates on single logical
qubits within a logical block.
Thus, recent research has argued for operating QLDPC

codes as a main memory, where surface code registers re-
trieve program qubits from the memory and perform com-
putation [1, 3, 4, 14]. Under this paradigm, a quantum pro-
gram executing on an FTQC will split its program memory
between surface code registers and QLDPC memory. How-
ever, to perform logical operations on and between program
qubits, the FTQC must also provide the program (1) routing
space to execute ⇠- gates between program qubits and (2)
magic state factories, which produce magic states that are
consumed to perform ) gates. Ideally, quantum programs
should receive as many resources as possible to avoid slow-
downs, which can occur due to register �le misses or in-
su�cient magic state production. Unfortunately, resources

will be scarce for the next few decades. Ideally, applications
should be given minimal resources that enable them to run
without much performance degradation. In this abstract, we
explore the resource demands of FTQC applications.

2 Application Resource Demands
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Figure 1. Performance of shor_n62 with di�erent con�gs.
In this section, we study two applications, a 62-qubit fac-

toring benchmark (shor_n62) and 177-qubit binary-welded
tree benchmark (bwt_n177), and the tradeo�s between allo-
cating resources towardsmagic state production1 and surface
code registers. To evaluate the impact of di�erent con�gura-
tions, we use an event-driven simulator to measure (1) �%⇠2

and (2) operation delay for 10M gates.

2.1 Results
shor_n62: Figure 1 shows the the performance and oper-
ation delays of shor_n62 for di�erent con�gurations. We
observe that for the (16, 14) con�guration, where about 23%
of the program memory is readily accessible, shor_n62 ex-
periences practically no memory access delay. We attribute
this to the application having many '/ gates, which unroll
into 100s or 1000s of single-qubit gates, most of which are )
gates. Thus, the performance of shor_n62 mostly depends
on magic state production rather than register �le size. We
term such applications as magic-state-bound.
bwt_n177: Figure 2 shows the performance and ) gate
latency of bwt_n177 for di�erent con�gurations. Unlike
1Our evaluations assume each magic state must be distilled twice.
2�%⇠ is a commonly-used metric in architecture research that describes the
number of instruction/gates completed per (logical) cycle.

1
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Figure 2. Performance of bwt_n177 with di�erent con�gs.

shor_n62, the performance of bwt_n177 saturates at �%⇠ =
0.8, which is about a 25% slowdown relative to an idealized
�%⇠ = 1. We observe that performance plateau is due to
memory accesses. For instance, in the (22, 19) con�guration,
there is no ) gate delay, but there are memory access delays
(about 0.6 cycles per gate). Hence, the only way to improve
the performance of bwt_n177 is by increasing the register
�le size: we term such applications as memory-bound.

3 Shared Resource Management
The above evaluations demonstrate that quantum applica-
tions can have di�erent application requirements: they are
either magic-state-bound or memory-bound. Magic-state-
bound applications do not need many registers, whereas
memory-bound applications do not have extremely high
magic state production. Given these extremes, a shared re-
source pool is the best way to optimize resource usage across
multiple applications. Shared resource pools are bene�cial
for two reasons:

1. QLDPC memory blocks often have internal fragmen-
tation or unused logical qubits, which is more severe for
denser codes. A shared memory pool minimizes the im-
pacts of fragmentation.
2. All applications require magic states, and thus, hav-
ing shared magic state factories can enable proportional
resource allocation depending on application needs.

The alternative to a shared resource pool is having users
request private application resources. Unfortunately, this
inevitably results in resource stranding, or unused and inac-
cessible resources, as users typically request more resources
than they need for their applications. Resource stranding is a
signi�cant source of ine�ciency in classical datacenters [11],
and is harmful to FTQCs as resources are already scarce.

3.1 A Case for OS-Managed Shared Resources
But who should manage the shared resources? Historically,
quantum programs have been compiler-driven, in that the
compiler determines what gates are executed, when they are
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Figure 3. QFT program compilation latency.

executed, and how they are executed [10, 12, 15]. Thus, the
compiler would be the natural choice. Unfortunately, existing
compilers for FTQC programs are rather slow and are limited
to programs with a few thousands of gates [12, 15]. Figure 3
shows the compilation latency for QFT benchmarks for a
recently published surface code compiler [15]. These trends
in compilation latency suggest that adding the complex task
of arbitrating resources between multiple programs might
overwhelm existing compilers.
Thus, we argue that this shared resource pool should be

managed by a kernel (OS) running on the quantum con-
trol processor, which dictates program execution. An OS-
managed resource pool is bene�cial for the compiler, as the
compiler can request resources from the pool instead of man-
aging the pool itself, and for the vendor, who can ensure the
OS meets users’ Quality of Service (QoS).

We propose a straightforward OS design with three main
components; we discuss each component below. (1) a rout-
ing service, which manages routing space, (2) a memory
manager, which manages the surface code register �le and
QLDPC main memory, and (3) a magic state daemon, which
continously produces magic states. We discuss the high-level
design of each component below.
Routing Service.The routing service allocates routing space
for programs on demand.
Memory Manager. The memory manager retrieves pro-
gram qubits for applications. If a request misses in the regis-
ter �le, the program qubit, retrieved from QLDPCmemory, is
swappedwith a victim qubit in the register �le. Consequently,
the memory hierarchy is exclusive.
Magic State Daemon. The magic state daemon produces
magic states constantly and writes them to a bu�er. If the
bu�er becomes full, factories are deallocated to make space
for more distilled magic states. Once the bu�er empties suf-
�ciently, factories are reallocated.

4 Conclusion
Quantum error correction is the most promising method
of realizing quantum advantage. Still, due to the overheads

2



A Case for OS-Managed Resource Pools in Fault-Tolerant �antum Computers

of the surface code, it is expected to require tens of mil-
lions of physical qubits. To reduce these overheads, recent
work has proposed a hybrid where surface codes are used
as registers, and QLDPC codes are used as memory [14]. In
this abstract, we discuss the challenges with adequately al-
locating resources to quantum programs under this model:
we identify that programs are either magic-state-bound or
memory-bound. We further argue for OS-managed shared
resource pools and present a basic skeleton for such an OS.

References
[1] Sergey Bravyi, Andrew W Cross, Jay M Gambetta, Dmitri Maslov,

Patrick Rall, and Theodore J Yoder. High-threshold and low-overhead
fault-tolerant quantum memory. arXiv preprint arXiv:2308.07915, 2023.

[2] Andrew M. Childs, Dmitri Maslov, Yunseong Nam, Neil J. Ross, and
Yuan Su. Toward the �rst quantum simulation with quantum speedup.
Proceedings of the National Academy of Sciences, 115(38):9456–9461,
sep 2018.

[3] Lawrence Z Cohen, Isaac H Kim, Stephen D Bartlett, and Benjamin J
Brown. Low-overhead fault-tolerant quantum computing using long-
range connectivity. Science Advances, 8(20):eabn1717, 2022.

[4] Alexander Cowtan. Ssip: automated surgery with quantum ldpc codes.
arXiv preprint arXiv:2407.09423, 2024.

[5] Eric Dennis, Alexei Kitaev, Andrew Landahl, and John Preskill.
Topological quantum memory. Journal of Mathematical Physics,
43(9):4452–4505, Sep 2002.

[6] Austin G Fowler, Matteo Mariantoni, John M Martinis, and Andrew N
Cleland. Surface codes: Towards practical large-scale quantum com-
putation. Physical Review A, 86(3):032324, 2012.

[7] Craig Gidney and Martin Ekerå. How to factor 2048 bit RSA integers
in 8 hours using 20 million noisy qubits. Quantum, 5:433, apr 2021.

[8] A Yu Kitaev. Quantum computations: algorithms and error correction.
Russian Mathematical Surveys, 52(6):1191, dec 1997.

[9] Ian D. Kivlichan, Craig Gidney, Dominic W. Berry, Nathan Wiebe,
Jarrod McClean, Wei Sun, Zhang Jiang, Nicholas Rubin, Austin Fowler,
Alá n Aspuru-Guzik, Hartmut Neven, and Ryan Babbush. Improved
fault-tolerant quantum simulation of condensed-phase correlated elec-
trons via trotterization. Quantum, 4:296, jul 2020.

[10] Gushu Li, Yufei Ding, and Yuan Xie. Tackling the qubit mapping prob-
lem for nisq-era quantum devices. In Proceedings of the twenty-fourth
international conference on architectural support for programming lan-
guages and operating systems, pages 1001–1014, 2019.

[11] Huaicheng Li, Daniel S. Berger, Lisa Hsu, Daniel Ernst, Pantea Zar-
doshti, Stanko Novakovic, Monish Shah, Samir Rajadnya, Scott Lee,
Ishwar Agarwal, Mark D. Hill, Marcus Fontoura, and Ricardo Bian-
chini. Pond: Cxl-based memory pooling systems for cloud platforms.
In Proceedings of the 28th ACM International Conference on Archi-
tectural Support for Programming Languages and Operating Systems,
Volume 2, ASPLOS 2023, page 574–587, New York, NY, USA, 2023.
Association for Computing Machinery.

[12] Abtin Molavi, Amanda Xu, Swamit Tannu, and Aws Albarghouthi.
Compilation for surface code quantum computers. arXiv preprint
arXiv:2311.18042, 2023.

[13] Peter W Shor. Scheme for reducing decoherence in quantum computer
memory. Physical review A, 52(4):R2493, 1995.

[14] Joshua Viszlai, Willers Yang, Sophia Fuhui Lin, Junyu Liu, Natalia
Nottingham, Jonathan M Baker, and Frederic T Chong. Matching
generalized-bicycle codes to neutral atoms for low-overhead fault-
tolerance. arXiv preprint arXiv:2311.16980, 2023.

[15] GeorgeWatkins, Hoang Minh Nguyen, KeelanWatkins, Steven Pearce,
Hoi-Kwan Lau, and Alexandru Paler. A high performance compiler for
very large scale surface code computations. Quantum, 8:1354, 2024.

3



A Scalable�antum Circuit Kni�ing Framework via
Parallel and Hardware-E�icient Circuit Cu�ing

Xiangyu Ren1, Mengyu Zhang2, Antonio Barbalace1
1The University of Edinburgh, Edinburgh, UK

{xiangyu.ren,abarbala}@ed.ac.uk
2Tencent Quantum Lab, Shenzhen, China

mengyuzhang@tencent.com

1 Introduction
Quantum computing has the potential to solve many classically
intractable problems. However, the limited number of available
qubits in current Noisy Intermediate Scale Quantum (NISQ) devices
hinders quantum computing from realizing its initially anticipated
computational power.

Circuit knitting emerges as a promising technique to overcome
the limitation of the few physical qubits in near-term quantum
hardware by cutting large quantum circuits into smaller subcircuits.
These subcircuits can be executed on di�erent quantum computers
that are connected by classical communication channels. This is
suitable for quantum computing data centers or modular quantum
computer solutions, while subcircuits can be distributed on het-
erogeneous quantum hardware and executed simultaneously, and
bene�t from the acceleration of parallel quantum computing.

Although current circuit knitting frameworks have been proven
to extend the scalability of quantum computers, there exists chal-
lenges that prevent circuit knitting technique from being feasible to
execute large scale quantum program on real hardware: 1) Exponen-
tially high sampling overhead for each subcircuit; 2) Exponential
post-processing computation for recombining result of subcircuits;
3) Incompatible to the qubit layout in current quantum computers.

To address the above challenges, we design a scalable circuit
knitting framework that reduces the overheads by cutting a group
of non-local quantum gates in parallel. Also, it leverages the qubit
layout information of heterogeneous quantum computers, provid-
ing a circuit cutting solution that reduces the compilation overhead
when subcircuits are executed on speci�c hardware. In addition,
we utilize the tensor network contraction approach to accelerate
classical post-processing. The detail of our designs are elaborated
in the following sections after a brief background section.

2 Background
Quantum circuit knitting [2, 5, 7, 8] has been put forward as a
technique to solve this problem by running large circuits with more
qubits than physically available. The theory behind circuit knitting
is quasiprobability simulation [6]: the expected value of the original
circuit is obtained by sampling each smaller part of it that we de�ne
as subcircuit. Based on the quasiprobability simulation, previous
works provide several approaches to partition the quantum circuit
into smaller ones. Speci�cally, this is realized by decomposing a
qubit wire or a 2-qubit gate into a set of single qubit operations,
followed by classical postprocessing to reconstruct the expectation
value of the original circuit.

Fig. 1 shows a generalization of previous circuit knitting frame-
works, e.g., CutQC [11]. We have our input circuit as OpenQASM
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Figure 1: Generalization of previous knitting frameworks.

format. First, the original circuit is cut along qubit wires (wire cut-
ting) or 2-qubit gates (gate cutting, not in Figure) to form separated
subcircuits. Then, subcircuits are individually compiled and ex-
ecuted on quantum processors. Finally, classical postprocessing:
individual execution results are reconstructed into the result of the
original circuit.

3 Parallel Circuit Cutting
One of the primary overheads for circuit knitting is the sampling
overhead for subcircuits. Sampling overhead is the number of shots
each subcircuit needs to run in order to grantee the accuracy of
circuit knitting. Generally, the sampling overhead $ (W2=) scales
exponential with the number of cuts =. In example, cutting a non-
local ⇠- gate has W = 3 for gate cut and W = 4 for wire cut [3, 8].

Recently, several theoretical works emerge with the idea of cut-
ting multiple quantum gates in parallel [10], to minimize the overall
cutting overhead of a quantum circuit. Schmitt et al. [10] proposed
the parallel cutting technique that is proven theoretically to im-
prove the sampling overhead of subcircuits over an exponential
scale. For an arbitrary two-qubit unitary quantum gate* , it can be
performed the  � decomposition

* = (+1 ⌦ +2) (
3’

:=0
D:f: ⌦ f: ) (+3 ⌦ +4) (1)

while f0 = � and f1,f2,f3 are the Pauli matrices, and +8 are single-
qubit unitaries. With such unitary* we have

W (* ) = 1 + 2�* = 1 + 2
’
:<: 0

|D: | |D0: | (2)

as the parameter W of sampling overhead.
Above is the overhead for a single gate cutting, however for cut-

ting = multiple unitary gates * ⌦= in parallel, the cutting overhead
W (* ⌦=) could be improved over cutting these gates solely:

W (* ⌦=) = 2(1 + �* )= � 1 < (1 + 2�* )= = W (* )= (3)

On the left of the equation is the overhead for parallel cutting, while
the right side is overhead for single cuttings. Further theoretical
details can be found in the research [10]. Hence, leveraging such
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parallel gate cutting technique can reduce the overall subcircuits
sampling overhead in circuit knitting.

In spite of the bene�ts from parallel cutting, it would be non-
trivial to integrate it into the circuit knitting framework. The sam-
pling overhead parameter W is related with both the type and the
location of the unitaries inside a circuit, hence there exists chances
to optimize the original circuit via quantum circuit transformation,
leading to a lower cutting overhead.

Speci�cally, here are the potential challenges, along with the
opportunities:
(1) Compared to previous circuit knitting frameworks which only

consider about cutting ⇠- gate, our framework leveraging
parallel cutting have to consider the type of quantum gate to cut.
That is because in the case of parallel cutting, overall sampling
overhead W is related to the characteristic of gate. Compared
to previous framework, which simply optimize the number of
gate cuttings, our framework need to �nd the lowest-overhead
cuttings by utilizing gate information.

(2) The location of gates to be cut also matters. Given the theory of
parallel gate cutting in theoretical work [10], cutting a group of
adjacent gates in the circuit require no extra resources, while
cutting several gates that is interleaved with other local gates
would induces extra ancillary qubits for gate-base teleportation.
Hence it calls for a trade-o� between ancillary qubit resource
and sampling overhead.

To address above challenges, we propose the circuit optimization
approached based on ZX-calculus [4]. We represent the original
circuit in the intermediate representation form in ZX-Calculus, and
reconstruct the circuit with consideration of gate type and location
that minimize the sampling overhead while cutting the circuit.

4 Hardware-Aware Circuit Cutting

Circuit knitting is costly as the overhead of subcircuits sampling
and classical postprocessing scale exponentially with the number of
cuts [8]. Hence, to lower such overheads, previous research focuses
onminimizing the number of cuts [11, 12]. Other research involving
cluster-based hardware [1] also focus on minimizing the number
of cuts.

Despite their e�ciency in minimizing the number of cuts, the
follow-on compilation may counteract the improvements. This
is because during compilation a large number of SWAPs may be
inserted in the qubit routing stage, which likely extends the depth
of each subcircuit and undermines the �delity.

The depth increase is caused by neglecting hardware information
during circuit cutting, which makes the routing of the resulting
subcircuits onto actual devices challenging. In fact, in previous
works, the SWAPs insertion remains unknown till we �nish the
circuit cutting procedure and start compilation, which makes the
�nal result vulnerable to mapping and routing overheads.
Hardware-aware Circuit Cutting. Instead of investigating new
qubit mapping and routing methods – widely studied in recent
years, we proposes to incorporate the routing problem into the
circuit cutting [9]. This is in sharp contrast to previous works,
where such steps execute sequentially, and independently. Our
idea is to improve the quality of circuit cutting by considering the
routing overhead on the actual hardware during cutting.

Based on this idea, we exploit the fact that graph similarity be-
tween a subcircuit’s qubit interaction graph and hardware
layout can well predict the number of SWAPs for qubit routing.
Setting graph similarity as an optimization objective, we can itera-
tively improve the quality of circuit cutting. These steps are brie�y
detailed below.
(1) Circuit Cutting: Our algorithm co-optimizes two objectives:

1) minimizing the number of gate cuts, 2) maximizing the sub-
circuit graph similarity to the hardware-layout of a quantum
processor. Graph similarity serves as a "heuristic clue" to reduce
SWAPs before the qubit mapping & routing step. After dividing
logical qubits into di�erent subcircuits, we insert those local
single-qubit operations for replacement using Qiskit.

(2) Compilation and Execution: Each subcircuit is compiled
through qubit mapping & routing, where SWAPs insertion are
actually performed. Then subcircuits are individually executed
on one or more quantum processor. This step is unchanged in
our framework, easily integrating in existent frameworks.

(3) Classical Postprocessing: Finally, we also implement an e�-
cient module for reconstructing results during classical post-
processing. The classical postprocessing can be represented by
tensor network contraction, and a contraction tree optimizer is
utilized to �nd the optimal sequence for contraction.
Apart from quantum circuit knitting, our design is also bene�-

cial for cutting circuits in other distributed quantum computing
scenarios [13], e.g. chiplet architecture [14].

5 Accelerating Classical Postprocessing
Optimizing Recombination Protocol. Classical postprocessing
reconstructs the result of the original circuit by merging subcircuits
result using Kronecker products. Speci�cally, the basic protocol
to merge results of two subcircuits is de�ned in Fig. 2. Note that
the third term in the protocol will expand into 2 ⇥ 4 sub-terms
(each corresponds to a Kronecker product) in respect to each value
combination of the coe�cients U1U2. Due to our observation that
each coe�cient U8 is only related to one side of the result in these
sub-terms, we can split the combined coe�cient U1U2 on each side,
and the following Kronecker product would do recombination for
them. Thus, on each side of the result, the coe�cient will calculate
with subcircuit results ahead of Kronecker product, shrinking 4 sub-
terms into one. Our preprocessing on the coe�cients improve the
number of Kronecker products of each merging from 10 (= 2+2⇥4)
to 4, shown in Fig. 2.

Figure 2: Classical postprocessing: merging two subcircuits
result using tensor contraction. The notation on the right is
a tensor network notation, representing the contraction of
these two subcircuit result.

Acceleration with Tensor Contraction. Furthermore, the merg-
ing operation in Fig. 2 is identical to the operation of tensor contrac-
tion. Kronecker product is a special version of tensor product when
we group the @ indices each with the 2-dimension, into one single
index with 2@-dimension (q=num of qubits). Assume that in both



A Scalable�antum Circuit Kni�ing Framework via Parallel and Hardware-E�icient Cu�ing

upper and lower side of Fig. 2, the 4 result vectors (each with 2@1
or 2@2 -dimension) can be seen as tensor in 4 ⇥ 2@ shape, the whole
merging operation is abstracted into the tensor contraction on the
right of Fig. 2. Correspondingly, if there are = gate cuts between
two subcircuits, the result tensor of each side would be in shape
41⇥ · · ·⇥4= ⇥2@ , who has = legs with 4-dimension and one leg with
2@-dimension in tensor network notation. With such abstraction,
we can translate the classical postprocessing problem into a tensor
network to searching a better solution.

6 Conclusion
Wepropose a framework that leverages parallel gate cutting, hardware-
aware cutting and tensor network contraction-based postprocess-
ing, trying to address the corresponding overhead – sampling over-
head, compilation overhead and classical postprocessing overhead,
in current circuit knitting framework.
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1. Problem: Photonic Quantum Computers

Require Fault-Tolerance

Quantum computers promise substantial speedup over con-
ventional machines for many crucial applications [16, 19].
Photonic qubits are emerging as a promising hardware tech-
nology due to their great scalability, long coherence times and
easy integration with quantum networks. There has been rapid
advancements in this domain over the last few years, both at
device [14, 17, 21, 24] and software levels [22, 23].

Photonic systems comprise of a device called Resource

State Generator (RSG) that generates photons continuously ev-
ery clock cycle. Unlike the circuit based quantum computing
model (similar to the machines being built by Google or IBM)
which uses multi-qubit gates for entangling qubits, photon
entanglement happens via projective measurement in X-X or
Z-Z basis. Photons can be entangled in space or in time, as
shown in Figure 1. Projective measurements for entangling
photons are also called fusions and these operations are inher-
ently probabilistic and error-prone. The typical failure rate
of a fusion ranges between 25-50% [4, 7, 9]. Moreover, to
facilitate operations in time domain, entangled photons are
held in delay lines where they are vulnerable to losses. Such
large error-rates necessitate quantum error correction (QEC).

Figure 1: In each clock cycle, six photons are generated by
each of six RSGs arranged in a 2x3 grid, producing a total of
36 photons. Photons can be entangled in both space and time.

2. Takeaways of This Paper

We introduce the unique challenges associated with QEC on
photonic systems from an architecture perspective. We discuss
how publicly available frameworks for surface codes [10] can
be modified to study QEC for photonic quantum systems. We
open source this framework [10] and finally, discuss open
problems and how this tool can be used for future research.

3. How Does QEC work for Photonic Systems?

We consider fusion based quantum computing (FBQC) [3]
paradigm due to its inherent fault tolerant characteristics. The
central principle of FBQC is to construct fusion networks,
which defines the configuration of fusion measurements to be
made between qubits of different resource states. Resource
states refer to the collection of qubits generated by an RSG in
each clock cycle, similar to the hexagons in Figure 1. FBQC
uses these arrays of RSGs and classical processors to construct
the fusion network, as shown in Figure 2. This is in stark
contrast to surface codes [8, 12] that are primarily studied on
superconducting systems, where entanglements on a fixed grid
lattice of qubits produce the parity information for QEC.

Figure 2: There’s a feedback loop between the RSGs and the
classical processor, which adjusts the device settings for the
RSG array based on fusion outcomes.

We discuss QEC on FBQCs using a 6-ring fusion net-
work [3]. The fusion network comprises of unit cells with
two resource states per unit cell, as shown in Figure 3(a).
These unit cells are then combined with each other (can be in
space or time) to make a larger fusion network as shown in
Figure 3(b). The topology of the unit cell when combined
with other unit cells leads to a fusion happening on the shared
face. For example, if we consider unit cells 0 and 3 , there
is a possible fusion (let’s call this fusion- A ) between the
photon on the upper resource state in 0 and the photon in
the lower resource state in 3 . A fusion is also observed be-
tween a photon in the upper resource state in 0 which lies
along the edge of the unit cell and the photon in the lower
resource state in 2 , which is similarly positioned along the
edge of the unit cell (let’s call this fusion– B ). Note that the
topology of the unit cell only allows for one fusion between
non-adjacent cubes due to the design of the lattice. The fu-
sion networks provides the parity information or a syndrome

graph, as shown in Figure 3(c), that can be used to iden-
tify errors via a decoder. Typically, minimum weight perfect

matching (MWPM) [5, 10, 13] is considered a promising algo-



rithm for decoding these codes, similar to surface codes, due
to their polynomial time complexity. The direct application
of MWPM poses challenges due to the huge volume of parity
information that must be decoded in contrast to surface codes
on superconducting qubits. Also note the difference in error-
rates- superconducting qubits have an average error-rate of 1%
on current systems [2], whereas fusions fail with an order of
magnitude higher error-rate.

Figure 3: (a) A unit cell with two resource states (6-qubit hexag-
onal ring). (b) Unit cells combine to form larger fusion networks
(c) The syndrome graph of the fusion network (similar to sur-
face codes); NOTE: a parity check can have four or more edges
depending on the fusions involved in the check.

To each unit cell there is a parity node in the syndrome
graph. If we observe that syndrome bits 0 and 1 light up,
then this would indicate that an error has occured with fusion
I. This is analogous to surface codes where we have checks
defined throughout the code and when the neighboring checks
light up, this indicates that there occured an error on the data
qubit between the syndrome qubits.

Each check in the syndrome graph (Figure 3 (c)) is rep-
resentative of one whole unit cell, these checks are formed
by combining the surviving stabilizers in the unit cell after
the fusion process has been completed [3]. If there are no
fusion failures associated with the fusions involving the unit
cell, then the product of surviving stabilizers yields a +1, in the
presence of a fusion failure, the surviving stabilizers yield a
-1, this mechanism is similar to the X and Z checks defined for
surface codes which capture parity information for phase and
bit-flip errors respectively. MWPM (Pymatching) cannot be
directly applied in syndrome graphs where an edge represents
more than one fusion (or data qubit) such as in 4-star fusion
networks [3], a solution for this is to introduce virtual nodes

and edges in the graph to represent the additional connections.

4. Key Results and Contributions

An effective QEC algorithm for photonic systems needs to
operate within the time-frame required to produce the next
layer of resource states (approximately 10-100 ms [11,15,18]).
While our initial impression was that this time frame is signif-
icantly long for us to rely on software solutions, we quickly
identified that this is not the case because the complexity of
MWPM grows with the number of 1s or failure bits in the
syndrome graph (also represented by the Hamming weight).

Our evaluation involves testing the performance of

MWPM [10] for different lattice sizes with an assumed fusion
failure rate of 40%. Figure 4 shows that MWPM performs
well for small photonic systems, with average decoding latency
⇠1ms. However, as we start scaling the system, decoding time
increases by manifold as shown in Figures 5. This is because
as we scale the system size, the parity information that needs to
be decoded for QEC scales exponentially. Existing hardware
decoders using MWPM [1, 6, 20] are incapable of addressing
this issue because the Hamming weights that can be handled
by these decoders are orders of magnitude lower than what is
required to be dealt with in photonic quantum computers.

Figure 4: Hamming weight and average decoding time taken by
MWPM for a 12x12x2 photonic system (Illustrating 144 resource
states and parity collection done over two clock cycles).

Figure 5: Hamming Weight and Corresponding average time
taken by MWPM to decode the syndrome for a 12x12x6 Lattice.

Overall, this paper makes the following contributions:

1. We discuss the inherent challenges associated with pho-
tonic systems that necessitate quantum error correction.
2. We provide the first open source framework, inspired by
Google’s pymatching library, to study the performance of
software Minimum Weight Perfect Matching decoder for
photonic systems: https://github.com/avinkumarUT/
MWPM_Photonics.
3. We show that software decoding is too slow for reasonably
sized lattices even though photonic quantum systems can toler-
ate upto several orders of magnitude higher decoding latency
than the competing superconducting qubit technology.

In the future, we hope this infrastructure attracts more ef-
fort from the computer architecture and quantum computing
community to explore robust scalable solutions for real time
decoding in photonic systems.
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Abstract—This work presents a novel quantum system char-
acterization and error mitigation framework that applies Pauli
check sandwiching (PCS). We motivate our work with prior
art in software optimizations for quantum programs like noise-
adaptive mapping and multi-programming, and we introduce
the concept of PCS while emphasizing design considerations for
its practical use. We show that by carefully embedding Pauli
checks within a target application (i.e. a quantum circuit), we can
learn quantum system noise profiles. Further, PCS combined with
multi-programming unlocks non-trivial fidelity improvements.

I. INTRODUCTION AND MOTIVATION

While the quantum compute stack has improved, existing
quantum system noise still varies cross-chip (Fig. 1) and
hovers above error correction thresholds. Much work has
been dedicated to improving quantum program success. For
example, noise-adaptive mapping is a state-of-art quantum
circuit optimization technique used to place and route quantum
programs on quantum hardware [5]. Noise-aware schemes,
however, depend on accurate calibration data from the quan-
tum computer (QC) provider or from benchmarking. Even in
the case that a snapshot of machine properties were available,
QC noise is observed to fluctuate over time in ways that are
challenging to capture with analytical models.

In our work, we seek alternative methods to determine
the noise profile of a QC when its properties are unknown.
It is desirable to develop characterization techniques with
minimal overheads in terms of quantum processor unit (QPU)
runtime. We are inspired by prior art in multi-programming [1]
and ensemble distributions [6] to explore how parallelization
during runtime can be employed for 1) learning quantum
noise / hardware characterization, 2) fidelity improvements in
program outcomes, and 3) reductions in runtime latency. This
work presents a novel framework that combines the power of
multi-programming with Pauli check sandwiching (PCS) for
QC characterization and error mitigation. Multi-programming
is a technique for parallelized quantum circuit execution while
PCS is an error mitigation strategy that utilizes post-selection
to reduce errors in quantum circuit outcomes. Our techniques
intelligently embed PCS into quantum applications. These
programs are then simultaneously executed across a QPU for
noise profile characterization. Resulting characterization data
adaptively mitigates noisy outcomes within individual thread
outcomes. Knowledge of the QPU’s best regions creates a

Fig. 1. Example QPU with 20 regions (10 qubits/region) of unique 1q error
rates, p 2 [0.0005, 0.01], and 2q errors, 2p. PCS-based characterization with
multi-programmed circuits learns the QPU’s unknown noise properties.

weighted ensemble result with non-trivial gain, found to be
up to a 25% fidelity improvement in our reported results.

II. PAULI CHECK SANDWICHING

We rely on a technique called ‘Pauli Check Sandwiching’
(PCS) to detect and mitigate errors [2]–[4]. In our work,
we also find that PCS is a powerful tool for guiding QC
characterization. As seen in Fig. 2, PCS surrounds a payload
circuit, U , with controlled Pauli operator checks. Errors on
U can be detected on an ancilla through phase kickback. It
is important that the relationship R1UL1 = U holds so the
introduced checks do not disturb the original payload circuit
semantics.

Recognizing that all errors can be decomposed into Pauli
operators is a key concept in understanding PCS. By cleverly
constructing Pauli sandwich checks dependent on U , anti-
commutativity relations between the errors and checks can
reveal errors in the ancilla qubits. Measuring 1 in any an-
cillas indicates that phase kickback occurred, meaning anti-
commutation between the Paulis, and thus, a present error. As
part of the PCS protocol, we discard this error-corrupted shot,
leading to an increase in final distribution fidelity of U .

Practical application of PCS requires consideration of trade-
offs. First, determining the Pauli unitary used in the check
increases in complexity with the circuit. Second, Pauli check
logic must be decomposed into the supported gate set of the
QC. Third, the overhead of adding PCS into the circuit must
not outweigh the corrective benefit in terms of gate error. We
consider these constraints in our solution.



Fig. 2. General PCS circuit layout. The red unitaries represent the Pauli
checks that sandwich the main payload circuit. Measurement of the ancillas
provide detection of errors that occurred in the payload circuit.

III. QC CHARACTERIZATION AND ERROR MITIGATION
WITH PCS

With the PCS protocol, we can 1) learn the noise profile of
the QC and 2) increase circuit fidelity by eliminating the states
with errors. In our work, we assume that the number of qubits
on chip is larger than the number of logical qubits required for
an application. Further, we assume no prior knowledge of the
noise profile on-chip, and we attempt to maximize hardware
utilization. We inject PCS into our target application, but only
single-qubit checks on edge qubits are employed to minimize
PCS gate count overhead. To maximally utilize hardware via
multi-programming, a QC with n physical qubits holds

threads = bn/(qalgorithm + qancilla)c (1)

instances of a circuit running in parallel. In this equation, q
indicates qubits, both algorithm and ancilla, that are in the
logical quantum circuit.

Assuming the same shot budget in each each local thread,
values of the checks (i.e. PCS ancilla measurements of 1) are
used during post processing to filter error-corrupted outcomes
from each local thread’s measurement distribution. This pro-
cess creates a vector of error-mitigated counts for each thread,
ci. Circuits that encounter more noise will discard a greater
count of shots. Discarded shot count for each local thread is
represented with the scalar ri. The percentage of discarded
measurement outcomes for each thread,

di =
ri

shotsi
, (2)

gives insight into the underlying noise profile of the QC when
different regions are compared. Each local di is then used as
a weight that scales ci to create si:

si = ci ⇤
min(d)

di
. (3)

In Eqn. 3, min(d) represents the minimum percentage of
discarded shots from all the parallel threads. A cumulative
distribution, S, is created from the sum of the si vectors from
the PCS-protected local threads,

S =
X

si. (4)

Fig. 3. Differences between fidelity measurements of a circuit with no PCS
(base) vs. PCS protection. 10,000 shots were used for both circuits, and fidelity
improvement was determined to be 25% (left) and 18.75% (right).

Fig. 4. Shots removed / total shots as error rates increase. 10,000 shots on a
GHZ circuit were executed for every error rate (60 total).

IV. EXPERIMENTAL RESULTS

We simulated the fidelity rates of PCS in both a GHZ
/ sensing circuit and Toffoli circuit to concretely measure
the improvement. We expand the Fig. 1 model QC and
study a system with 60 10-qubit regions where single-qubit
depolarizing noise p 2 [0.0005, 0.03] and two-qubit gates are
2p. We find that PCS not only mitigates error in individual
circuit distributions – check data can also be used to intel-
ligently combine the results of multiple threads cross-QPU,
demonstrating measurable noise reductions in final outcomes.
Fig. 3 shows our results, detailing a multiple percentage point
increase in fidelity when multi-programmed applications are
protected with PCS and a cumulative distribution is created
from local results weighted by check data. Even with only
the edge qubits protected, a measurable benefit results. Fig. 4
documents the relationship between discarded shots and error
rate, illustrating PCS’s potential for QC error characterization.
We believe this suggests that PCS has additional promise to
guide efficient qubit mapping.
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Fig. 1. A quantum tape of n = 8 qubits. The qubits that occupy the first
dn/2e positions of the tape are shown in the top row, with the remaining
qubits in the bottom row. To shift every qubit one position to the right, as
indicated by the dotted arrows, requires two layers of SWAP gates: those shown
as solid arrows, followed by the dashed arrows.

I. INTRODUCTION

Quantum data structures, that is, data structures in quantum
superposition, have been studied in the context of higher-
level quantum programming languages [1], [2]. However,
in the near term, we see value in data structures with a
straightforward implementation as quantum circuits, which can
be used directly in the circuit model without overhead.

In this work, we propose one such data structure: a quantum
tape, akin to a classical Turing machine tape. By adopting
a specific convention, this can also be used as a stack data
structure.

We explore the use of quantum tapes to evaluate a sequence
of instructions—a program—encoded in a quantum state. A
potential application of this is using Grover’s algorithm to
search for programs with a desired property.

II. QUANTUM TAPES AND STACKS

We first introduce the quantum tape data structure. Like the
tape in a Turing machine, a “head” points at a single qubit
and can be moved left or right, or equivalently, the entire tape
can be shifted right or left. Unlike a Turing machine tape, a
quantum tape is finite and forms a loop.

Fig. 1 pictures a quantum tape, with the logical order of
the qubits indicated by dotted arrows. The figure shows how
the RSHIFT operation, which shifts every qubit one position
to the right, can be implemented as two layers of SWAP gates.
The inverse operation, LSHIFT, simply reverses the two layers
of SWAPs. The tape only requires linear connectivity between
qubits in the hardware, in order to execute the required SWAPs.
Adjacent qubits in the tape need not be physically adjacent,
as the first dn/2e qubits of the tape are physically interleaved
with the remaining bn/2c qubits. This arrangement works for
tapes of even or odd size.

A quantum tape can be used as a stack by using the
following conventions. We consider qubit q0 to be the top of

c0

c1

c2

q0

q4

q1

q3

q2

RSHIFT LSHIFT

Fig. 2. A quantum circuit to apply a single operation encoded in the opcode
register ci, to the 5-qubit tape qi. The tape qubits are shown in physical rather
than logical order, but indexed in logical order.

the stack. The RSHIFT operation is used to push |0i onto the
stack, as long as the maximum capacity n is not exceeded, and
the tape was initialized to |0i⌦n. Pushing any other state U |0i
can be achieved by RSHIFT followed by the unitary operation
U .

The pop operation on a classical stack is not reversible, as it
discards the top element. For a quantum stack, since the push
operation pushes a |0i onto the stack, its inverse would be to
pop |0i from the stack. Under this convention, the programmer
must ensure that q0 is uncomputed to the known state |0i
before the LSHIFT operation is applied.

If the decision of whether to push or pop is classical,
then although individual values are quantum, the number of
such values held within the stack is entirely classical. The
same effect could be achieved by renumbering the qubits
in the classical control system. If the decision is made by
quantum control, however, the data structure itself can be in a
superposition, so a quantum register is needed if one desires
to keep track of the number of elements in the stack.

It is straightforward to extend this to a stack or tape of k-
qubit registers instead of a tape of single qubits. Depending
on the connectivity of the hardware and the requirements of
the program, one could either use k separate tapes, or consider
every group of k qubits in the tape to be a single item, and
execute LSHIFT or RSHIFT operations in multiples of k.

III. PROGRAM ENCODING AND SEARCH

We construct a quantum circuit that can execute instructions
encoded in a quantum state. Previous designs for such quan-
tum stored-program protocols focus on applying an arbitrary
unitary operator exp(�i✓B), where either the parameter ✓ [3],
[4] or the Hermitian operator B [5] is encoded in a quantum
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Fig. 3. Grover’s algorithm circuit (with one iteration) to find a sequence of 5 instructions that set the top three elements of the stack to |1i. The program
register pi consists of 5 3-qubit opcodes. U is the single-operation circuit shown in Fig. 2, and G is the Grover diffusion operator. The part between the
barriers is the oracle function which executes the instructions encoded in the program register, flips the phase if the final state is correct, then executes the
program in reverse to uncompute the state.

state. Both these approaches require multiple redundant copies
of the encoded instruction1, either because executing the stored
instruction is stochastic and may have to be repeated if it fails
[3], [4], or it is approximate with error inversely proportional
to the number of copies [5]. In either case, requiring multiple
independent encoded instructions reduces the ability to truly
use these instructions as quantum data, due to the no-cloning
theorem. In contrast, we select a finite set of operators without
parameters, each represented by an opcode. We could still
approximate any unitary if this set is universal, e.g. with a
set of Clifford group generators and the T gate.

The opcode can be encoded in the computation basis in a
quantum register. In our experiment, |0i is RSHIFT (or “push”),
|1i is LSHIFT (or “pop”), |2i is SWAP, |3i is X , |4i is CNOT,
|5i is CCNOT, and any other state results in a no-op. This set
of operations is inspired by a classical stack machine, and is
sufficient to compute any classical reversible function. Fig. 2
shows a circuit to evaluate a single operation, controlled by
the opcode register. A k-qubit operation is applied to the first
k qubits on the tape, similar to a stack machine that would
operate on the top of the stack. Note that unlike the classical
stack machine, the opcode register could be in a superposition
state, in which case the tape will end up in a superposition
after applying this circuit.

This shows that we can encode an instruction as quantum
data, and evaluate it using a unitary circuit. The technique
easily generalizes to encoding and evaluating a sequence of
instructions, i.e. a program (without control flow, although
conditional execution is possible using the controlled oper-
ations included in the instruction set). This can be useful if
one needs to evaluate a program as part of an oracle for a
quantum algorithm.

For example, one potential application is using Grover’s
algorithm [6] to speed up a search through the space
of all possible instruction sequences. We demonstrate this

1This can be redundant in space, by encoding multiple copies of the state
into different quantum registers, or in time, by re-encoding the same register
multiple times.

by constructing a circuit, shown in Fig. 3, to search for
programs that set the top three elements of the stack to
|1i, from all possible 5-instruction programs. We simulated
this circuit using Qiskit. As expected, the most common
measurement results (probability 2.7 ⇥ 10�4 each) corre-
spond to the 12 programs like (X, RSHIFT, X, RSHIFT, X) or
(X, SWAP, CNOT, RSHIFT, CCNOT), while all other results have
probability 3.0 ⇥ 10�5. Using the optimal number of Grover
iterations, ⇡

4

p
25⇥3/12 ⇡ 41, increases this difference, giving

a 99.97% probability to measure one of the desired programs
(ignoring noise).

IV. FUTURE WORK

In the program search experiment, the program register
takes on a state which is a superposition of programs. This
appears to be a restricted case of what is known as quantum

control [2], [7] or quantum alternation [8]: control flow in a
quantum program that depends on quantum state. This topic
is not yet fully understood, in particular regarding a physical
realization, and we hope to explore how these superpositions
of instruction sequences relate to the more general concept.

We also see the potential to use quantum tapes to implement
quantum oracles for various classical algorithms that rely on
a stack, such as pushdown automota to parse context-free
grammars, or algorithms based on depth-first search.
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I. INTRODUCTION

Nielsen and Chuang [1] state the deferred measurement
principle as follows: “Measurements can always be moved
from an intermediate stage of a quantum circuit to the end
of the circuit; if the measurement results are used at any
stage of the circuit then the classically controlled operations
can be replaced by conditional quantum operations.” This
makes it explicit that measurements can be moved over the
control (qu)bits of controlled operations, but leaves it implicit
that the same works for other classical operations, which
can be rewritten as reversible operations, which then have a
straightforward mapping to unitary quantum operators.

Dynamic compilation and execution of hybrid quantum
algorithms heavily motivates the need to further understand
measurement commutation, more specifically, understanding
under what conditions a measurement may be moved earlier in
a quantum circuit. The need for hybrid algorithms commonly
arise from the lack of scale and fidelity concerns in the NISQ
era. Larger algorithms that can not be practically embedded
into a single quantum routine are divided into a sequence
of classical and quantum subroutines. However, each switch
between a classical and a quantum subroutine comes with
a cost in the form of job scheduling, availability, classical
communication overhead and bandwidth, that are not often
considered. According to the results from IBM [2], a quantum
subroutine that takes less than 3 seconds, can spend upwards
of 4 minutes in a job queue. As a result, an iterative variational
quantum algorithm with multiple iterations of a quantum
subroutine can end up spending orders of magnitude more
time waiting in a queue than executing. Better understanding
how a hybrid routine can be “cut” would allow compilers to
choose the most efficient sequence to be executed. The hybrid
divide that balances classical and quantum trade-offs might
very well be different from what the programmer expected.

The deferred measurement principle, being a statement
about circuit equivalence, can always be applied in reverse,
so that measurements can be moved before controls, or before
unitaries which are equivalent to classical reversible opera-
tions. However, it remains unclear what quantum operations
will commute with a measurement. We aim to formalize the
rules for measurement commutation.

U = U
0

Fig. 1. We say that a pair of operators (U,U 0) commutes with a measurement
when this circuit equivalence holds.

II. RESULTS

When discussing the commutation of a unitary operator
with a measurement, the pre-measurement operator U cannot
always be equal to the post-measurement operator U

0, if
only because U

0 usually operates on classical data while U

operates on quantum data, as shown in Fig. 1. Therefore it is
not a commutation in the strict sense, and we use the term
measurement commutation to describe it.

Formally, we say that a pair of unitary operators (U,U 0)
commute with projective measurement defined by observ-
able M =

P
m mPm (or simply that (U,U 0) measurement-

commute, when the measurement is clear from context) if and
only if the final states are equal, i.e.

X

m

PmU⇢U
†
P

†
m =

X

m

U
0
Pm⇢P

†
mU

0†
, (1)

for any density operator ⇢.
The class of unitary operators that measurement-commute

consists of eigenvalue permutations, which we define below.
Let E be the set of eigenvalues of observable M , let

dm denote the degeneracy degree of eigenvalue m 2 E,
and let {|mii | m 2 E, i = 1, . . . , dm} be a basis for
the Hilbert space such that the measurement operators are
Pm =

Pdm

i=1 |mii hmi|.
We say that an operator U is an eigenvalue permutation

with respect to the observable M if it can be written as

U =
X

m2E

dmX

i,j=1

hmi|Um|mji |�(m)ii hmj| , (2)

where � : E ! E is a permutation of the eigenvalues with
the property that d�(m) = dm, and for every m 2 E, Um is
a unitary operator on the subspace spanned by {|mii | i =
1, . . . , dm}.

If each eigenvalue m 2 E has the same degree of degener-
acy dm = d, then an eigenvalue permutation has the form

U =
X

m2E

|�(m)i hm|⌦ Um, (3)
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Fig. 2. A decomposition of the Toffoli gate.

which shows that eigenvalue permutations are represented
by block matrices, where the overall structure is a permu-
tation matrix on eigenvalues (preserving degeneracy), and the
nonzero blocks are the unitaries Um.

For example, the block matrix

U =

0

BB@

U00 0 0 0
0 0 U10 0
0 0 0 U11

0 U01 0 0

1

CCA (4)

is an eigenvalue permutation with respect to a computational
basis measurement on the first two qubits. However, it is not
an eigenvalue permutation with respect to a measurement of
only the first qubit, because when considered as a 2⇥2 block
matrix

U =

0

BB@

U00 0 0 0
0 0 U10 0
0 0 0 U11

0 U01 0 0

1

CCA , (5)

the overall structure is not a permutation, and the blocks are
not unitary.

Our main result follows.

Theorem 1. A pair of unitary operators (U,U 0) commute with
a projective measurement with observable M , if and only if
both are eigenvalue permutations with respect to M , that differ
only in a phase ✓m 2 R per eigenvalue, i.e.

U =
X

m2E

e
i✓m

dmX

i,j=1

hmi|Um|mji |�(m)ii hmj| , (6a)

U
0 =

X

m2E

dmX

i,j=1

hmi|Um|mji |�(m)ii hmj| . (6b)

At least two known results are special cases of Theorem 1:
• A controlled-U operator commutes with a computational

basis measurement of any of its control qubits [1, Exer-
cise 4.35].

• A pair of unitaries (U,U 0) of the form

U =
X

m2E

e
i✓m |�(m)i hm| , U

0 =
X

m2E

|�(m)i hm|

(7)
commute with a measurement of the entire system. In this
case, U 0 is any permutation, i.e. any classical reversible
operator, and U = U

0
D, where D is a diagonal operator

with entries given by e
i✓m .

III. FUTURE WORK

We point out that measurement-commuting unitaries may
not be compromised of a single gate. Bian and Selinger
formalized the generators for 2-qubit [3] and n-qubit [4]
Clifford+T operators. Since the Clifford group is defined as the
group of unitaries that normalize Pauli operators, any block or
gate that is conjugate under the members of the Clifford group,
per our remark about permutation matrices, will measurement-
commute as a block. One might also note that the rotation gate
Rx(

⇡
4 ) = HTH does not commute with a measurement in the

computational basis. However, the Toffoli gate, a permutation
matrix in the Z basis, which can be decomposed as in Fig. 2
to contain a similar block of T gates conjugate under the
Hadamard, does commute. It isn’t immediately obvious to us
why this block measurement-commutes, when it contains gates
and blocks that do not. We hope to investigate and formalize
block commutation in future work.

Van den Nest [5] distinguishes between strong and weak
classical simulation of a quantum circuit: the former requires
computing the probability distribution of measurement out-
comes, while the latter merely requires sampling from said
distribution. The final result of [5] is a class of n-qubit circuits
that can be efficiently simulated in the weak sense, when
applied to the input |0i⌦n and measured in the computation
basis. These circuits consist of a single layer of arbitrary
single-qubit rotations, followed by an arbitrary block U of
Toffoli and diagonal gates. These unitaries U are exactly those
of the form given in (7), and the given simulation method is
equivalent to commuting the measurement before U , while
removing the diagonal gates to leave the U

0 given in (7). In
other words, Theorem 1 leads to an alternative proof for the
result from [5]. This suggests that, using this theorem, we can
find a more general class of circuits that can be efficiently
simulated, in the weak sense, using a similar technique.
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Characterizing Equivalences Between Shallow Quantum Circuit Models

Ben Foxman, Akshat Yaparla

1 Overview

Quantum computers leverage principles of quantum me-
chanics, such as superposition and entanglement, to per-
form computational tasks that can be intractable for classi-
cal computers. Quantum computational models, while dis-
tinctly di↵erent from their classical counterparts, draw sig-
nificant inspiration from them. The quantum circuit model,
for instance, is a generalization of classical circuits where lo-
cal unitary operations replace traditional logic gates. This
model is by far the most widely used framework for quan-
tum computing.

Some quantum computational models, however, have no
classical analogues, making them particularly intriguing.
The “feedforward” model [5] is one such example, where
classical measurement outcomes control future gate appli-
cations. This model enables separate analysis of classical
computational costs during quantum circuit execution.

While both models are universal for quantum computa-
tion, the feedforward model has surprising advantages when
the quantum computer is restricted to constant-depth com-
putation. The feedforward model enables implementations
of Cli↵ord Circuits, PARITY functions, and “Grover-like”
oracles[3]—all impossible in constant-depth quantum cir-
cuits—by leveraging classical post-processing of measure-
ment outcomes. The constant-depth regime is particularly
important for NISQ (Noisy Intermediate Scale Quantum)
devices, where low gate fidelities impose heavy restrictions
of the depth of the circuit.

Although depth-limited, certain NISQ platforms can
leverage the benefits of the feedforward model. For in-
stance, some superconducting devices already support real-
time feedforward, which can be used to apply non-local
gates [7, 8]. However, such devices often have limited con-
nectivity, i.e. qubits can only interact with their neighbors
[1]. Conversely, other near-term platforms, such as those us-
ing neutral atoms, allow multi-qubit gates such as FANOUTs
(via global Rydberg pulses) [9] but are less conducive to
feedforward implementation.

Motivated by these experimental setups, we investigate
the relationship between two low-depth models of quantum
computation. The first model, which we call QNC0

IM, de-
notes the class of constant depth quantum circuits with
feedforward, where unitaries preceding a set of measure-
ment outcomes M may be parameterized by an arbitrary
TC0 function of M. We will also use QNC0

IM(G) when the
interactions on the quantum computer are constrained by
some graph topology G. We note that this model is very
similar to the “LAQCC” model defined in [3].

The second model, QNC0
f , has been well-studied in the lit-

erature. It consists of constant-depth quantum circuits over
single qubit gates and unbounded FANOUT gates. It has been
shown that the inclusion of FANOUT gates adds a surprising
amount of power to the constant-depth circuit model, capa-
ble of implementing functions such as Mod q and Threshold
[4]. We will also consider restricted variants of QNC0

f , for
example where the FANOUTs gates are constrained to have
some structure (i.e. they cannot act on arbitrary qubits).

In fact, we can show that these two models are equivalent
in a tight sense: any circuit family over one model can be
translated into a circuit family other the other (see Figure
1), i.e.

QNC0
IM = QNC0

f (1)

We give a high-level overview of the proof (along with more
formal definitions) in the following section. We are also
able to show a version of this equivalence for some of the
more restricted models mentioned earlier. For example,
QNC0

IM(Z2) = QNC0
f (two-qubit nearest-neighbor interac-

tions), and QNC0
f remains unchanged even when FANOUT

gates are restricted to nearest-neighbor gates on a line.
In the process of these proofs, we analyze the fine-grained
space and time costs required to map between these models
(Section 3).

Finally, we aim to further investigate the number of mea-
surement rounds required in feedforward applications. It
is known that Cli↵ord circuits can be implemented using
only one round of measurement, even when constrained to
two-dimensional nearest-neighbor gates [3]. However, non-
Cli↵ord circuits may require more rounds of measurements,
with the specific number of rounds highly dependent on the
circuit in question [6]. Through Equation 1, reducing the
number of measurement rounds corresponds to decreasing
the FANOUT costs in circuits.

Overall, our complexity-theoretic analysis allows us to
rigorously characterize, and unify, practically-motivated
models of quantum computation. As quantum hardware
continues to progress, our results will help inform algo-
rithm design and hardware development, bridging the gap
between theoretical understanding and practical implemen-
tations.

2 Proof Outline

We now provide some of the formalism behind our defini-
tions, and outline the proof strategy. We first define QNC0

IM:

Definition 1 (QNC0
IM). Families of quantum circuits on n

qubits with the following structure: Initialize at most p(n)
many ancilla qubits in the all-zero state (in addition to the

n-qubit input, p is some polynomial).

1



Figure 1: Examples of circuits from the two main classes we study. The bottom line of the QNC0
IM circuit represents

a classical memory, where subsequent quantum gates are controlled on bits in the memory (two lines). Dotted lines
represent barriers between layers in the circuits.

1. Apply a constant depth, polynomial size quantum cir-

cuit over some fixed universal gate set G consisting of

1 and 2 qubit gates.

2. Measure a subset of the qubits in the Z-basis, tracing

out the measured qubits, i.e. a destructive measure-

ment.

3. Repeat for O(1) iterations.

Moreover, gates in the ith iteration may be parametrized

by the parity of a subset of the measurement outcomes in

iterations 1, 2, . . . , i� 1.

Now, we outline the proof. First, to show QNC0
f ✓

QNC0
IM, we use a gadget that uses a mid-circuit measure-

ments and classical computation that simulates the func-
tion of the FANOUT gate. For the gadget to simulate the
FANOUT gate, that the mixed state after the gate and af-
ter the gadget are applied are the same. Since FANOUT is a
unitary operator, we just have to show that the pure state
after FANOUT and the gadget are applied are identical, with
the measured qubits traced out. For a FANOUT acting on n

qubits, we require an ancilla register of n � 1 qubits that
will eventually be measured. Denote the ith ancilla qubit
as |aii. In addition, denote the ith input register to FANOUT

as |qii. We initialize |q1i  |�i, while all other registers are
initialized to |0i. The gadget can then be constructed as
follows.

1. Apply a Hadamard transform on registers |q2i through
|qni

2. For i 2 [n� 1] Apply a cnot gate on the ancilla qubit
|aii = |0i with |qii as a control.

3. For i 2 [n� 1] Apply a cnot gate on the ancilla qubit
|aii = |0i with |qi+1i as a control.

4. Measure the ancilla register {|a1i, . . . , |an�1i} into the
classical register {c1, . . . , cn�1}.

5. Using an AC0[�] circuit, compute n� 2 parities

pi =
iM

k=1

ck for 2  i  n� 1

6. Apply X
c1 on qubit |q2i Using the classical parities

pi computed in the previous step, apply X
pi on qubit

|qi+1i for all 2  i  n� 1.

Let the state before the gadget is applied by | i = (a|0i+
b|1i)|0n�1i, where a|0i+b|1i is the qubit in the first register
we wish to FANOUT. When the measured qubits of the gadget
are traced out, the state obtained is | 0i = a|0ni+ b|1ni.

For the reverse direction, we treat the classical memory
used to store measurement information as an additional
quantum register. Then, for all allowed classical gates, we
can construct an equivalent quantum gate. For example,
we can use a TOFFOLI gate to simulate classical AND and OR

gates up to depth 3, and all unbounded PARITY gates can
be simulated with a FANOUT gate in depth 3. Then, for all
unitaries that are controlled by classical data, we can cre-
ate equivalent unitaries that are controlled by the quantum
memory meant to simulate classical ones. This new QNC0

f

circuit simulates the mid-circuit measurement circuit before
and after all classical and quantum operations are applied.

3 Further Remarks

Finally, we add a few remarks regarding the fine-grained
equivalences mentioned earlier, and consider two restricted
versions our our main models—locality constraints on the
feedforward circuit (for example, QNC0

IM(Z2)) and a re-
stricted action of the FANOUT gates in QNC0

f . Surprisingly,
we can demonstrate that these models recover the full power
of feedforward (or FANOUT) computation. When imposing
locality constraints, we can demonstrate that arbitrary lay-
ers of FANOUT gates can be performed in parallel, using a
version of the Bell-State routing algorithm described in [2].
When restricting the action of FANOUT gates (for example,
only allowing FANOUTs to be performed on horizontal or
vertical stretches of qubits), we must be strategic about the
locations of the ancillas used as inputs in the unitary formu-
lation of the classical feedforward circuit. The equivalence
of these models under such restrictions further highlights
the robustness of the feedforward computational model.
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Rodrigo G. Cortiñas, Vidul R. Joshi, Stijn J. de Graaf, Benjamin J.

Chapman,
¶
Suhas Ganjam,

‡
Luigi Frunzio, Robert J. Schoelkopf, and Michel H. Devoret

⇤⇤

Departments of Applied Physics and Physics, Yale University, New Haven, CT, USA

(Dated: October 22, 2024)

A major obstacle to scaling up quantum computers is noise, which causes logical errors and
prevents the reliable execution of quantum algorithms. Quantum error correction (QEC) provides
a path toward fault-tolerant operations [1–4], but this typically comes at the cost of significant
resource overhead, often requiring hundreds of physical qubits per logical qubit [5–9]. Bosonic
codes o↵er a hardware-e�cient alternative to multi-qubit QEC codes by redundantly encoding
quantum information in the large Hilbert space of a harmonic oscillator [10–15]. These codes have
been employed to achieve landmark experimental demonstrations, including beyond break-even
QEC of quantum memories [16–18] and fully-autonomous QEC protocols [19–21]. However, these
experiments rely on an ancilla qubit to control the oscillator and perform quantum error correction,
such that errors on the ancilla can propagate to the logical qubit, limiting its lifetime.

In circuit quantum electrodynamics [22, 23], these realizations of bosonic codes typically
use a microwave cavity as the oscillator and a transmon as the ancilla. The two are cou-
pled dispersively, and since this dispersive interaction is transparent to transmon phase-flip
errors, these QEC protocols are usually only sensitive to transmon bit-flip errors. Although
fault-tolerant error syndrome measurements have been experimentally demonstrated using a
transmon ancilla [24], another approach to achieving fault-tolerance is to use a biased-noise
qubit as an ancilla for bosonic codes [25]. Ideally, the error channel of such an ancilla should
be dominated by phase flips, with a negligible rate of bit flips compared to other rates in the system.

The Kerr-cat qubit (KCQ) has the potential to be exactly such an ancilla due to its promise of
an exponential noise bias [26]. Recent experimental realizations of KCQs have reached a strong
noise bias of about 1000 [27, 28] (corresponding to a bit-flip lifetime of ⇠ 1 ms and phase-flip
lifetime of ⇠ 1 µs), and although this is not exponentially large, there are many possible methods
for further improvement [29–33]. With a strong noise bias and fast single-qubit gates [28, 34],
the only remaining ingredient for using the KCQ as an ancilla for bosonic codes is an entan-
gling operation between the KCQ and an oscillator that enables the measurement of error syndromes.

In this work, we experimentally demonstrate a coherent parametrically-driven conditional dis-
placement (CD) gate between a KCQ and a high-quality-factor microwave cavity, where the cavity
is displaced in one of two directions depending on the state of the KCQ. Combined with single-qubit
gates on the KCQ, this CD gate enables universal quantum control of the cavity [35]. We use this
CD gate to measure the decoherence of the cavity in the presence of the KCQ and discover excess
cavity dephasing due to heating of the KCQ into excited states, an e↵ect that was not previously
predicted. However, by engineering frequency-selective dissipation to counteract this heating [29],
we are able to eliminate this dephasing up to the precision of our measurements. This lack of
dephasing indicates that the two systems do not entangle unless we are actively driving their inter-
action. The Kerr-cat control of a cavity can be applied for fault-tolerant syndrome measurements
of bosonic codes [25], in particular the Gottesman-Kitaev-Preskill code [11] whose error syndromes
can be mapped to an ancilla via CD gates [36–38].
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Abstract
Quantum computers require an operating system (QCOS).
A QCOS is classic software running on classic hardware,
responsible for preparing, starting, and managing quantum
computations. In the following, we discuss why a QCOS
should be architected as follows: 1) using a microkernel; 2)
the software components are working in an aggregated, non-
stacked manner and communicate by message passing; 3)
the components are executed by default on supercomputers,
unless there are very good reasons not to.

1 Introduction
Technology roadmaps (e.g. [1, 10]), envision the early 2030s
as the moment when large scale quantum computers might
be operating. To have a QCOS ready by that deadline, its
components have to be as small as possible, well de�ned,
working and integrated1. Therefore, this is not to open a
Tanenbaum – Torvalds-like debate, but to use parts of the
experience of NASA’s Apollo programme when building
the �rst QCOS. In a nutshell, the Apollo approach [8] is: 1)
meeting a �xed deadline means to work backward to iden-
tify the points by which sub-systems have to be ready and
integrated; 2) given a choice between two technologically
workable ways to do something, take the better, proven and
more expensive way. We argue that the better, proven and
more expensive way are supercomputers running a QCOS
built on top of a microkernel.
Practical quantum computations will require millions of

qubits (e.g. [5, 7]), such that distributed quantum comput-
ers have been proposed [13]. At the same time, it has been
shown that a QCOS could use Grover’s algorithm to speed
up classical OS functions like scheduling [4]. Although any
OS could bene�t from quadratic speedups, qubits are such
a scarce resource that it would be better to use them for
quantum chemistry, for example.
A supercomputer would enable the extremely scalable

control of millions of physical qubits, and support the fault-
tolerance of the QCOS. Nevertheless, for some tasks, such as
the decoding of quantum error-correcting codes (e.g. [2, 12]),
the communication latency between a quantum computer
and supercomputer might be too large.

1This is a shorter and updated version of the manuscript published in [9]

Figure 1. Architecture and interaction diagram of the QCOS.
Each triangle is a QCOS component. The arrows indicate a
non-strict execution order of the components. To execute
a quantum algorithm, the �rst part of the QCOS is o�ine
(blue arrow and triangles), after which online preparations,
optimisations etc. are performed in a loop (red spiral and
triangles). The component pictograms represent elements of
quantum circuits protected by the braided surface quantum
error-correcting code [14].

2 An aggregated architecture
Our QCOS has an aggregated architecture, meaning that
there is no top-down work-�ow, and all components operate
at the same level (Figure 1). At the same time, the quan-
tum computer control software has been proposed having
layered, stacked and densely interacting software compo-
nents (e.g. [6]). This is a trait of almost-monolithic archi-
tectures. Monolithic kernels do not exhibit high levels of
fault-tolerance (e.g. a driver crash can panic the kernel and
stop the entire system).
The fault-tolerance of the QCOS plays a signi�cant role

in evaluating the total reliability of an arbitrary quantum
computation. In general, it is common for systems to fail
even when every component is correct and seems secure [3].
It would be ironic for the quantum computing pessimists



to be right, but not because the quantum technology or the
QCOS would not be scalable per se, but because the QCOS
is unknowingly faulty.
Our proposal is to depart from monolithic architectures

and to use distributedmicrokernels (so-called splitkernels [11])
in order to increase the QCOS fault-tolerance. The simplest
QCOS architecturewill have a loosely coupled and distributed
architecture, which will include components for circuit com-
pilation, optimisation, error-correction, decoding etc. These
components are running on top of the microkernel.
A microkernel assumes that the QCOS is light and the

components are applications, whereas in a splitkernel the
components are parts of the kernel, and have high execution
priority. A splitkernel for classical OS has been proposed
by [11], and the overall system fault-tolerance has increased,
while the performance did not drop signi�cantly – we in-
crease the fault-tolerance by using micro- and split-kernels
at the same time.

3 Message-passing components
The QCOS will be started each time a quantum algorithm is
executed. The QCOS components and the splitkernel should
use message-passing (e.g. MPI), which is a natural communi-
cation strategy in supercomputing.
In Figure 1 there is a QCOS boot phase (o�ine, blue tri-

angles), and a QCOS execution phase (online, red triangles).
During boot, the quantum algorithm is compiled and op-
timised in the form of a quantum circuit. The next step is
to prepare the error-corrected quantum circuit o�ine. Of-
�ine compilation, optimisation and error-correction are very
complex and may take a lot of time. The booting phase is an
abstraction of the entire procedure until the actual execution
of the quantum algorithm is started.
The unique character of the QCOS is given by its online

components, which are used to take corrective measures
in a real-time, low-latency and resilient manner in order to
maintain computational fault-tolerance.
The advance being proposed here is the scalable and re-

silient feedback-loop between the high level quantum algo-
rithm and the quantum computer. During the loop’s exe-
cution, the circuits are now compiled and optimized based
on the stream of results received from the computer. After
compilation, the error-corrected representation of the com-
putations is translated to quantum hardware instructions.
The instructions are sent through a hardware interface to
the quantum computer. The QCOS schedules instructions
into discrete rounds. For example, in Figure 1, there are yel-
low and magenta rounds, and green crosses represent the
hardware qubits.

Real-time error decoding is a topic of intense research, be-
cause the QCOS has to face immense data rates generated by
the millions of qubits[2]. Quantum measurements are proba-
bilistic, and instruction execution generates a probabilistic

binary measurement result. The feedback for correcting the
computations is formed by themeasurement results collected
through the hardware interface. Error-correction tracking
uses the feedback stream: error syndromes are computed,
and the execution of the quantum computation is dynami-
cally adapted in case computational corrections are needed.

Corrections imply online compilation and optimisation of
sub-circuits. The mapping component is to communicate to
the optimisation component that further work is necessary
to �t the computation on the available qubits. Overall, the
functionality of the QCOS has to be perfectly timed, because
the quantum hardware cannot wait for an optimisation stuck
in local minima.

4 Running the QCOS on a supercomputer
The aggregated QCOS should be easily executed on a super-
computer. The QCOS problem is di�cult, but not extrava-
gantly complex in the sense of computer science theory, and
throwing more hardware at it to solve it should be �ne [8].
The advantages of using a supercomputer are that the nodes
communicate through very high speed links, message pass-
ing is natively supported, and supernodes could be used for
each QCOS component. Almost surely these supercomputers
would be able to process at the necessary throughput.

The cost of a supercomputer QCOS does not seem ex-
aggerated when considering that the most powerful ones
are around $400 million. It is reasonable to assume that the
million-qubit quantum computer will cost more than the
supercomputer needed to control it. In fact, nobody has built
a simple aggregated QCOS starting from all the freely avail-
able software for compiling, optimising and error-correcting
quantum circuits. The impossibility of controlling a large
scale quantum computer could be rebutted by a supercom-
puter aggregated QCOS capable of handling the most horri�c
worst-case scenarios of error-correction.
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